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Preface

Humanity continues to depend to an ever-increasing extent on the wealth
generated by highly mechanised and automated businesses. We also depend
more and more on services such as the uninterrupted supply of electricity
or trains which run on time. More than ever, these depend in turn on the
continued integrity of physical assets.

Yet when these assets fail, not only is this wealth eroded and not only
are these services interrupted, but our very survival is threatened. Equip-
ment failure has played a part in some of the worst accidents and environ-
mental incidents in industrial history — incidents which have become by-
words, such as Amoco Cadiz, Chernobyl, Bhopal and Piper Alpha. As a

. result, the processes by which these failures occur and what must be done

tomanage them are rapidly becoming very high priorities indeed, especi-
ally as itbecomes steadily more apparent justhow many of these failures
are caused by the very activities which are supposed to prevent them.

The first industry to confront these issues was the international civil
aviation industry. On the basis of research which challenges many of our
most firmly and widely-held beliefs about maintenance, this industry
evolved acompletely new strategic framework forensuring thatany asset
continues to perform as its users want it to perform. This framework is
known within the aviation industry as MS(G3, and outside it as Reliabil-
ity-centred Maintenance, or RCM.

Reliability-centred Maintenance was developed over a period of thirty
years. One of the principal milestones in its development was a report
commissioned by the United States Department of Defense from United
Airlines and prepared by Stanley Nowlan and the late Howard Heap in
1978. The report provided a comprehensive description of the develop-
ment and application of RCM by the civil aviation industry. It forms the
basis of both editions of this book and of much of the work done in this
field outside the airline industry in the last fifteen years.

Since the early 1980's, the author and his associates have helped com-
panies to apply RCM in hundreds of industrial locations around the world
--work which led to the development of RCM2 for industries other than
aviation in 1990.



Xii Reliability-centred Maintenance

The firstedition of thisbook (published in the UK in 1991 and the USA
in 1992) provided a comprehensive introduction to RCM2.

Since then, the RCM philosophy has continued to evolve, to the extent
that it became necessary to revise the first edition to incorporate the new
developments. Several new chapters have been added, while others have
been revised and extended. Foremost among the changes are:

* amore comprehensive review of the role of functional analysis and the
definition of failed states in Chapters 2 and 3

* a much broader and deeper look at failure modes and effects analysis
in the context.of RCM, with special emphasis on the question of levels
of analysis and the degree of detail required in Chapter 4

« new material on how to establish acceptable levels of risk in Chapter 5
and Appendix 3

the addition of more rigorous approaches to the determination of failure-
finding task intervals in Chapter 8

» more about the implementation of RCM recommendations in Chapter
11, with extra emphasis on the RCM auditing process

* more information on how RCM should - and should not — be applied
in Chapter 13, including a more comprehensive look at the role of the
RCM facilitator

* new material on the measurement of the overall performance of the
maintenance function in Chapter 14

a brief review of asset hierarchies in Appendix 1, together with a sum-
mary of the (often overstated) role played by functional hierarchies and
functional block diagrams in the application of RCM

* areview of different types of human error in Appendix 2, together with
a look at the part they play in the failure of physical assets

the addition of no fewer than 50 new techniques to the appendix on
condition monitoring (now Appendix 4).

In the second impression of the second edition, the word 'tolerable' has
been substituted for 'acceptable’ in discussions about risk in Chapters 5
and 8 and in Appendix 3, in order to align this book more with standard
terminology used in the world of risk. It also includes further material on
the practicality of failure-finding taskintervalsin Chapter 8, and slightly
revised material on RCM implementation strategies in Chapter 13.
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Preface xiii

The book is intended for maintenance, production and operations
managers who wish to learn what RCM is, what it achieves and how it is
applied. It will also provide students on business or management studies
courses with a comprehensive introduction to the formulation of strate-
gies for the management of physical (as opposed to financial) assets.
Finally, the book will be invaluable for any students of any branch of
engineering who seek athoroughunderstanding of the state-of-the-art in
modern maintenance. It is designed to be read at three levels:

« Chapter | is written for those who only wish to review the key elements
of Reliability-centred Maintenance.

* Chapters 2 to 10 describe the main elements of the technology of RCM,
and will be of most value to those who seek no more than a reasonable
technical grasp of the subject.

¢ Theremainingchapters are for those who wish to explore RCM in more
detail. Chapter 1 1 provide a brief summary of the key steps which must
be taken to implement the recommendations arising from RCM analy-
ses. Chapter 12 takes an in-depth look at the sometimes contentious
subjectof the relationship between age and failure. Chapter 13 consid-
ershow RCM should be applied, withemphasis on the role of the people
involved. After reviewing ways in which maintenance effectiveness
and efficiency should be measured, Chapter 14 describes what RCM
achieves. Chapter 15 provides a brief history of RCM.

JOHN MOUBRAY

Lutterworth
Leicestershire
Serptember 1997
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1 Introduction to
Reliability-centred Maintenance

1.1 The Changing World of Maintenance

Over the past twenty years, maintenance has changed, perhaps more so
than any other management discipline. The changes are due to a huge
increase in the number and variety of physical assets (plant, equipment
and buildings) which must be maintained throughout the world, much
more complex designs, new maintenance techniques and changing views
on maintenance organisation and responsibilities.

Maintenance is also responding to changing expectations. These include
a rapidly growing awareness of the extent to which equipment failure
affects safety and the environment, a growing awareness of the connec-
tion between maintenance and product quality, and increasing pressure
to achieve high plant availability and to contain costs.

The changes are testing attitudes and skills in all branches of industry
to the limit. Maintenance people are having to adopt completely new
ways of thinking and acting, as engineers and as managers. At the same
time the limitations of maintenance systems are becoming increasingly
apparent, no matter how much they are computerised.

In the face of this avalanche of change, managers everywhere are
looking for a new approach to maintenance. They want to avoid the false
starts and dead ends which always accompany major upheavals. Instead
they seek a strategic framework which synthesises the new developments
into a coherent pattern, so thatthey can evaluate them sensibly and apply
those likely to be of most value to them and their companies.

This book describes a philosophy which provides just such a frame-
work. It is called Reliability-centred Maintenance, or RCM.

Ifitisappliedcorrectly, RCM transforms the relationshipsbetweenthe
undertakings which use it, their existing physical assets and the people
who operate and maintain those assets. [t also enables new assets to be put
into effective service with great speed, confidence and precision.

This chapter provides a brief introduction to RCM, starting with a look
at how maintenance has evolved over the past fifty years.
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Since the 1930's, the evolution of maintenance can be traced through
three generations. RCM is rapidly becoming a cornerstone of the Third
Generation, but this generation can only be viewed in perspective in the
light of the First and Second Generations.

The First Generation

The First Generation covers the period up to World War II. In those days
industry was not very highly mechanised, so downtime did not matter
much. This meant that the prevention of equipment failure was nota very
high priority in.the minds of most managers. At the same time, most
equipment was simple and much of it was over-designed. This made it
reliable and easy to repair. As a result, there was no need for systematic
maintenance of any sort beyond simple cleaning, servicing and lubrica-
tion routines. The need for skills was also lower than it is today.

The Second Generation

Things changed dramatically during World War II. Wartime pressures
increased the demand for goods of all kinds while the supply of industrial
manpower dropped sharply. This led to increased mechanisation. By the
1950’s machines of all types were more numerous and more complex.
Industry was beginning to depend on them.

As this dependence grew, downtime came into sharper focus. This led
to the idea that equipment failures could and should be prevented, which
led in turn to the concept of preventive maintenance. In the 1960's, this
consisted mainly of equipment overhauls done at fixed intervals.

The cost of maintenance also started to rise sharply relative to other
operating costs. This ledto the growth of maintenance planning and control
systems. These have helped greatly to bring maintenance under control,
and are now an established part of the practice of maintenance.

Finally, the amount of capital tied up in fixed assets together with a
sharp increase in the cost of that capital led people to start seeking ways
in which they could maximise the life of the assets.

The Third Generation

Since the mid-seventies, the process of change in industry has gathered
even greater momentum. The changes can be classified under the head-
ings of new expectations, new research and new techniques.
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New expectations
Figure 1.1 shows how expectations of maintenance have evolved.

' Third Generation:
Figure 1.1 G e
Growing expectations of maintenance 2?@?&%@%@ \{aﬁ,ab“tt,ty

. Gfeater safety
— * Better product quality

Second Gene_tion:

» Higher plant availability
« Longer equipment life

* Lower costs

¢ No damageto the
environment -
| * Longer equipment life
* Greater cost effectiveness

. First Generation:

) » Fix it when it
_ broke

1940

1950 1960 1970 1980 1990 2000

Powntime has always affected the productive capability of physical
assets by reducing output, increasing operating costs and interfering with
customer service. By the 1960's and 1970's, this was already a major
concern in the mining, manufacturing and transport sectors. In manufac-
turing, the effects of downtime are being aggravated by the worldwide
move towards just-in-time systems, where reduced stocks of work-in-
progress mean that quite small breakdowns are now much more likely to
stop a whole plant. In recent times, the growth of mechanisation and
automation has meant that reliability and availability have now also
become key issues in sectors as diverse as health care, data processing,
telecommunications and building management.

Greater automation also means that more and more failures affect our
ability to sustain satisfactory quality standards. This applies as much to
standardsof service asitdoes toproductquality. Forinstance, equipment
failures can affect climate control in buildings and the punctuality of
transport networks as much as they can interfere with the consistent
achievement of specified tolerances in manufacturing.

More and more failures have serious safety or environmental conse-
quences, at a time when standards in these areas are rising rapidly. In
some parts of the world, the point is approaching where organisations
either conform to society's safety and environmental expectations, or
they cease to operate. This adds an order of magnitude to our dependence
on the integrity of our physical assets — one which goes beyond cost and
which becomes a simple matter of organisational survival.
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At the same time as our dependence on physical assets is growing, so
too is their cost — to operate and to own. To secure the maximum return
on the investment which they represent, they must be kept working effici-
ently for as long as we want them to.

Finally, the cost of maintenance itself is still rising, in absolute terms
and as a proportion of total expenditure. In some industries, itis now the
second highestoreven the highestelementofoperatingcosts. Asaresult,
in only thirty years it has moved from almost nowhere to the top of the
league as a cost control priority.

New research
Quite apart from greater expectations, new research is changing many of
our most basic beliefs about age and failure. In particular, it is apparent
that there is less and less connection between the operating age of most
assets and how likely they are to fail.

Figure 1.2showshow theearliestview
of failure was simply that as things got
older, they were more likely to fail. A
growing awareness of ‘infant mortality’
led to widespread Second Generation
belief in the ‘bathtub’ curve.

Figure 1.2:
Changing views on equipment failure

2000

1940 1950 1960 1970 1980 1990

However, Third Generation research has revealed thatnotone or two but

six failure patterns actually occur in practice. This is discussed in detail
Jater, but it too is having a profound effect on maintenance.

New techniques

There has been explosive growth in new maintenance concepts and tech-
niques. Hundreds have been developed over the past fifteen years, and
more are emerging every week.
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Figure 1.3 shows how the classical
emphasis on overhauls and administra-
tive systems has grown to include many
new developments in a number of dif-
ferent fields.

Third Generation:

» Gondition monitoring

» Design for reliability and
maintainability

« Hazard studies

* Small, fast ;:ompute,rs :

¢ Failure mades and effects
analyses ‘

o Expert Systems

Second Generation;
¢ Scheduled overhauls

First Generation: | * Systems for planning
. ~“and controlling work

e Fix it when it i e :
broke * Big, slow computers: - | e Multiskilling and teamwork
1940 1950 1960 1970 1980 1990 2000
Figurel1.3: Changing maintenance techniques

The new developments include:

* decision support tools, such as hazard studies, failure modes and effects
analyses and expert systems

* new maintenance technigues, such as condition monitoring

* designing equipment with a much greater emphasis on reliability and
maintainability

* a major shift in organisational thinking towards participation, team-
working and flexibility.

A major challenge facing maintenance people nowadays is not only to
learn what these techniques are, but to decide which are worthwhile and
which are not in their own organisations. If we make the right choices, it
ispossible toimproveasset performance and at the same time contain and
even reduce the cost of maintenance. If we make the wrong choices, new
problems are created while existing problems only get worse.

The challenges facing maintenance

In a nutshell, the key challenges facing modern maintenance managers

can be summarised as follows:

* to select the most appropriate techniques

* to deal with each type of failure process

* inorderto fulfilall the expectations of the owners of the assets, the users
of the assets and of society as a whole

* in the most cost-effective and enduring fashion

 with the active support and co-operation of all the people involved.
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RCMprovidesa framework whichenablesuserstorespondtothese chal-
lenges, quickly and simply. It does so because it never loses sight of the
fact that maintenance is about physical assets. If these assets did not exist,
the maintenance function itself would not exist. So RCM starts with a
comprehensive, zero-based review of the maintenance requirements of
each asset in its operating context.

Alltoo often, these requirements are taken for granted. This results in
the development of organisation structures, the deployment of resources
and the implementation of systems on the basis ofincomplete or incorrect
assumptions about the real needs of the assets. Onthe otherhand, if these
requirements are defined correctly in the light of modern thinking, it is
possible to achieve quite remarkable step changes in maintenance effi-
ciency and effectiveness.

The rest of this chapter introduces RCM in more detail. It begins by
exploring the meaning of ‘maintenance’ itself. It goes on to define RCM
and to describe the seven key steps involved in applying this process.

1.2 Maintenance and RCM

From the engineering viewpoint, there are two elements to the manage-
ment of any physical asset. It must be maintained and from time to time
it may also need to be modified.

The major dictionaries define maintain as cause to continue (Oxford)
or keep in an existing state (Webster). This suggests that maintenance
means preserving something. On the other hand, they agree thatto modify
something means to change it in some way. This distinction between
maintain and modify has profound implications which are discussed at
lengthin later chapters. However, we focus on maintenance at this point.

When we setout to maintain something, whatisitthatwe wishto cause
to continue? What is the existing state that we wish to preserve?

The answer to these questions can be found in the fact thatevery phys-
ical asset is put into service because someone wants it to do something.
In other words, they expect it to fulfil a specific function or functions. So
it follows that when we maintain an asset, the state we wish to preserve
must be one in which it continues to do whatever its users want it to do.

Maintenance: Ensuring that physical assets
continue to do what their users want them to do

WWW -llliped iaeir
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What the users want will depend on exactly where and how the asset is
being used (the operating context). This leads to the following formal de-
finition of Reliability-centred Maintenance:

Reliability-centred Maintenance: a process
used to determine the maintenance requirements
of any physical asset in its operating context

In the light of the earlier definition of maintenance, a fuller definition of
RCM couldbe ‘a process used to determine what must be done to ensure
that any physical asset continues to do whatever its users want it to do in
its present operating context’.

1.3 RCM: The seven basic questions

The RCM process entails asking seven questions about the asset or Sys-
tem under review, as follows:

® what are the functions and associated performance standards of the
asset in its present operating context?

® in what ways does it fail to fulfil its functions?

® what causes each functional failure?

® what happens when each failure occurs?

* in what way does each failure matter?

® what can be done to predict or prevent each failure?

® what should be done if a suitable proactive task cannot be found?

These questions are introduced briefly in the following paragraphs, and
then considered in detail in Chapters 2 to 10.

Functions and Performance Standards

Before it is possible to apply a process used to determine what must be
done to ensure that any physical asset continues to do whatever its users
want it to do in its present operating context, we need to do two things:

* determine what its users want it to do

» ensure that it is capable of doing what its users want to start with.
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This is why the first step in the RCM process is to define the functions of
each asset in its operating context, together with the associated desired
standards of performance. What users expect assets to be able to do can
be split into two categories:

 primary functions, which summarise why the asset was acquired in the
first place. This category of functions covers issues such as speed, out-
put, carrying or storage capacity, product quality and customer service.

* secondary functions, whichrecognise that every asset is expected to do
more than simply fulfil its primary functions. Users also have expecta-
tions in areas such as safety, control, containment, comfort, structural
integrity, economy, protection, efficiency of operation, compliance with
environmental regulations and even the appearance of the asset,

The users of the assets are usually in the best position by far to know
exactly what contribution each asset makes to the physical and financial
well-being of the organisation as a whole, so it is essential that they are
involved in the RCM process from the outset.

Done properly, this step alone usually takes up about a third of the time
involvedin anentire RCM analysis. [talsousually causes the team doing
the analysis to learn a remarkable amount - often a frightening amount
-- about how the equipment actually works.

Functions are explored in more detail in Chapter 2.

Functional Failures

The objectives of maintenance are defined by the functions and associ-
ated performance expectations of the asset under consideration. But how
does maintenance achieve these objectives?

The only occurrence which islikely to stop any asset performing to the
standard required by its users is some kind of failure. This suggests that
maintenance achieves its objectives by adopting a suitable approach to
the management of failure. However, before we can apply a suitable blend
of failure management tools, we need to identify what failures can occur.
The RCM process does this at two levels:

« firstly, by identifying what circumstances amount to a failed state
* then by asking what events can cause the asset to get into a failed state.

In the world of RCM, failed states are known as functional failures be-
cause they occur when an asset is unable to fulfil a function to a standard
of performance which is acceptable to the user.
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In addition to the total inability to function, this definition encompas-
ses partial failures, where the asset still functions but at an unacceptable
level of performance (including situations where the asset cannot sustain
acceptable levels of quality or accuracy). Clearly these can only be
identified after the functions and performance standards of the asset have
been defined.

Functional failures are discussed at greater length in Chapter 3.

Failure Modes

As mentioned in the previous paragraph, once each functional failure has
been identified, the next step is to try to identify all the events which are
reasonably likely to cause each failed state. These events are known as
Jfailure modes. ‘Reasonably likely’ failure modes include those which
have occurred on the same or similar equipment operating in the same
context, failures which are currently being prevented by existing main-
tenance regimes, and failures which have not happened yet but which are
considered to be real possibilities in the context in question.

Most traditional lists of failure modes incorporate failures caused by
deterioration or normal wear and tear. However, the list should include
failures caused by human errors (on the part of operators and maintainers)
and design flaws so that allreasonably likely causes of equipment failure
can be identified and dealt with appropriately. It is also important to
identify the cause of each failure in enough detail to ensure that time and
effortare not wasted trying to treat symptoms instead of causes. On the
other hand, itis equally important to ensure that time is not wasted on the
analysis itself by going into too much detail.

Failure Effects

The fourth step in the RCM process entails listing failure effects, which
describe what happens when each failure mode occurs. These descrip-
tions should include all the information needed to support the evaluation
of the consequences of the failure, such as:

» what evidence (if any) that the failure has occurred

* in what ways (if any) it poses a threat to safety or the environment
* in what ways (if any) it affects production or operations

» what physical damage (if any) is caused by the failure

* what must be done to repair the failure.
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Failure modes and effects are discussed at greater length in Chapter 4.
The process ofidentifying functions, functional failures, failure modes

and failure effects yields surprising and often very exciting opportunities

for improving performance and safety, and also for eliminating waste

Failure Consequences

A detailed analysis of an average industrial undertaking is likely to yield
between three and ten thousand possible failure modes. Each of these
failures affects the organisation in some way, butin each case, the effects
are different. They may affect operations. They may also affect product
quality, customer service, safety or the environment. They will all take
time and cost money to repair.

It is these consequences which most strongly influence the extent to
which we try to prevent each failure. In other words, if a failure has seri-
ous consequences, we are likely to go to great lengths to try to avoid it.
On the other hand, if it has little or no effect, then we may decide to do
no routine maintenance beyond basic cleaning and lubrication.

A great strength of RCM is that it recognises that the consequences of
failuresare far moreimportantthan their technical characteristics. In fact,
it recognises that the only reason for doing any kind of proactive main-
tenance is not to avoid failures per se, but toavoidor atleast toreduce the
consequences of failure. The RCM process classifies these consequences
into four groups, as follows:

e Hidden failure consequences: Hidden failures have no direct impact,
but they expose the organisation to multiple failures with serious, often
catastrophic, consequences. (Most of these failures are associated with
protective devices which are not fail-safe.)

e Safety and environmental consequences: A failure has safety conse-
quences if it could hurt or kill someone. It has environmental conse-
quences if itcould lead to a breach of any corporate, regional, national
or international environmental standard.

® Operational consequences: A failure has operational consequences if
itaffectsproduction (output, productquality, customer service or oper-
ating costs in addition to the direct cost of repair)

* Non-operational consequences: Evident failures which fall into this
category affect neither safety nor production, so they involve only the
direct cost of repair.
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We will see later how the RCM process uses these categories as the basis
of a strategic framework for maintenance decision-making. By forcing a
structured review of the consequences of each failure mode in terms of the
above categories, it integrates the operational, environmental and safety
objectives of the maintenance function. This helps to bring safety and the
environment into the mainstream of maintenance management.

The consequence evaluation process also shifts emphasis away from
theideathatallfailuresare bad and must be prevented. In so doing, it focuses
attention on the maintenance activities which have most effect on the per-
formance of the organisation, and diverts energy away from those which
have little or no effect. It also encourages us to think more broadly about
different ways of managing failure, rather than to concentrate only on failure
prevention. Failure management techniques are divided into two categories:

* proactive tasks: these are tasks undertaken before a failure occurs, in
order to prevent the item from getting into a failed state. They embrace
whatis traditionally known as ‘predictive’ and ‘preventive’ maintenance,
although we will see later that RCM uses the terms scheduled restora-
tion, scheduled discard and on-condition maintenance

default actions: these deal with the failed state, and are chosen when it
isnotpossibletoidentify aneffective proactive task. Defaultactionsin-
clude failure-finding, redesign and run-to-failure.

The consequence evaluation process is discussed again briefly later in
this chapter, and inmuch more detailin Chapter 5. The nextsectionof this
chapter looks at proactive tasks in more detail

Proactive Tasks

Many people still believe that the best way to optimise plant availability
is to do some kind of proactive maintenance on a routine basis. Second
Generation wisdom suggested that this should consist of overhauls or
componentreplacementsatfixedintervals. Figure 1.4illustrates the fixed
interval view of failure.

< "LIFE" >

Wear-out
zone

Figure 1.4:
The traditional
view of failure

Conditional
Probability
of Failure —



12 Reliability-centred Maintenance

Figure 1.4isbased on the assumption that mostitems operate reliably for
aperiod ‘X’, and then wearout. Classicalthinkingsuggests thatextensive
records aboutfailure willenable us to determine this life and so make plans
to take preventive action shortly before the item is due to fail in future.

This model is true for certain types of simple equipment, and for some
complex items withdominant failure modes. Inparticular,wear-outchar-
acteristics are often found where equipment comes into direct contact with
the product. Age-related failures are also often associated with fatigue,
corrosion, abrasion and evaporation.

However, equipment in general is far more complex than it was twenty
years ago. This has led to startling changes in the patterns of failure, as
shown in Figure 1.5. The graphs show conditional probability of failure
against operating age for a variety of electrical and mechanical items.

Pattern A is the well-known bathtub curve. It begins with a high
incidence of failure (known as infant mortality) followed by a constantor
gradually increasingconditionalprobability of failure, then by a wear-out
zone. Pattern B shows constant or slowly increasing conditional prob-
ability of failure, ending in a wear-out zone (the same as Figure 1.4).

Figure 1.5:
Six patterns
of failure
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Pattern C shows slowly increasing conditional probability of failure,
butthereisnoidentifiable wear-out age. Pattern D shows low conditional
probability of failure when the item is new or just out of the shop, then a
rapid increase to a constant level, while pattern E shows a constant con-
ditional probability of failure atall ages (random failure). Pattern F starts
with high infant mortality, which drops eventually to a constant or very
slowly increasing conditional probability of failure.

Studies done on civil aircraft showed that 4% of the items conformed
topattern A, 2% toB, 5% to C, 7% to D, 14% to E and no fewer than 68%
to pattern F. (The number of times these patterns occur in aircraft is not
necessarily the same as in industry. But there is no doubt that as assets
become more complex, we see more and more of patterns E and F.)

These findings contradict the belief that there is always a connection
between reliability and operating age. This belief led to the idea that the
more often an item is overhauled, the less likely it is to fail. Nowadays,
this is seldom true. Unless there is a dominant age-related failure mode,
age limits do little or nothing to improve the reliability of complex items.
In fact scheduled overhauls can actually increase overall failure rates by
introducing infant mortality into otherwise stable systems.

An awareness of these facts has led some organisations to abandon the
idea of proactive maintenance altogether. In fact, this can be the right
thing to do for failures with minor consequences. But when the failure
consequences are significant, something must be done to prevent or pre-
dict the failures, or at least to reduce the consequences.

This brings us back to the question of proactive tasks. As mentioned
earlier, RCM divides proactive tasks into three categories, as follows:

* scheduled restoration tasks
* scheduled discard tasks
* scheduled on-condition tasks.

Scheduled restoration and scheduled discard tasks
Scheduled restoration entails remanufacturing a component or overhaul-
ing an assembly at or before a specified age limit, regardless of its con-
dition at the time. Similarly, scheduled discard entails discarding an item
at or before a specified life limit, regardless of its condition at the time.
Collectively, these two types of tasks are now generally known as pre-
ventive maintenance. They used to be by far the most widely used form
of proactive maintenance. However for the reasons discussed above, they
are much less widely used than they were twenty years ago.
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On-condition tasks

The continuing need to prevent certain types of failure, and the growing
inability of classical techniques to do so, are behind the growth of new
typesoffailure management. The majority of these techniquesrely on the
fact that most failures give some warning of the fact that they are about
tooccur. These warnings are known as potential failures, and are defined
as identifiable physical conditions which indicate that a functional fail-
ure is about to occur or is in the process of occurring.

The new techniques are used to detectpotentialfailures so that action
can be taken to avoid the consequences which could occur if they degen-
erate intg functional failures. They are called on-condition tasks because
itemsare leftin service on the condition that they continue to meetdesired
performance standards. (On-condition maintenance includes predictive
maintenance, condition-based maintenance and condition monitoring.)

Used appropriately, on-condition tasks are a very good way of managing
failures, but they can also be an expensive waste of time. RCM enables
decisions in this area to be made with particular confidence.

Default Actions

RCM recognises three major categories of default actions, as follows:

* failure-finding: Failure-finding tasks entail checking hidden functions
periodically to determine whether they have failed (whereas condition-
based tasks entail checking if something is failing).

* redesign: redesign entails making any one-off change to the built-in
capability of a system. Thisincludes modifications to the hardware and
also covers once-off changes to procedures.

* no scheduled maintenance: as the name implies, thisdefaultentails mak-
ingnoeffort to anticipate or prevent failure modes to whichitis applied,
andsothose failures are simply allowed to occurand thenrepaired. This
default is also called run-to-failure,

The RCM Task Selection Process

A great strength of RCM is the way it provides simple, precise and easily
understood criteria for deciding which (if any) of the proactive tasks is
technically feasible in any context, and if so for deciding how often they
should be done and who should do them. These criteria are discussed in
more detail in Chapters 6 and 7.
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Whether or not a proactive task is technically feasible is governed by
thetechnicalcharacteristics of the task and of the failure whichitis meant
toprevent. Whetheritis worth doing isgoverned by how well itdeals with
the consequences of the failure. If a proactive task cannot be found which
is both technically feasible and worth doing, then suitable default action
must be taken. The essence of the task selection process is as follows:

» forhiddenfailures, aproactive task is worth doingifitreduces the risk
of the multiple failure associated with that function to an acceptably
lowlevel.Ifsuch a task cannot be found then a scheduled failure-finding
task mustbe pertormed. If a suitable failure-tinding task cannot be found,
then the secondary default decision is that the item may have to be re-
designed (depending on the consequences of the multiple failure).

« for failures with safety or environmental consequences, a proactive task
is only worth doing if it reduces the risk of that failure on its own to
a very low level indeed, if it does not eliminate it altogether. If a task can-
not be found whichreduces the risk of the failure to an acceptably low
level, the item must be redesigned or the process must be changed.

» if the failure has operational consequences, a proactive task is only
worth doing if the total cost of doing it over a period of time is less than
the cost of the operational consequences and the cost of repair over the
same period. In other words, the task must be justified on economic
grounds.Ifitisnotjustified, theinitial defaultdecisionis no scheduled
maintenance.(If this occurs and the operational consequences are still
unacceptable then the secondary default decision is again redesign).

» if a failure has non-operational consequences a proactive task is only
worth doing if the cost of the task over a period of time is less than the
costofrepairover the same period. Sothese tasks must also be justified
on economic grounds. If it is not justified, the initial default decision
isagainno scheduled maintenance, andif the repair costs are too high,
the secondary default decision is once again redesign.

This approach means that proactive tasks are only specified for failures
which really need them, which in turn leads to substantial reductions in
routine workloads. Lessroutine work alsomeansthat the remaining tasks
are more likely to be done properly. This together with the elimination of
counterproductive tasks leads to more effective maintenance.
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Compare this with the traditional approach to the development of
maintenance policies. Traditionally, the maintenance requirements of each
asset are assessed in terms of its real or assumed technical characteristics,
without considering the consequences of failure. The resulting schedules
are used for all similar assets, again without considering that different
consequences apply in different operating contexts. This results in large
numbers of schedules which are wasted, not because they are ‘wrong’ in
the technical sense, but because they achieve nothing.

Note also that the RCM process considers the maintenance require-
ments of each asset before asking whether itis necessary toreconsider the
design. This is simply because the maintenance engineer who is on duty
todayhas to maintain the equipment as itexists foday, not what should be
there or what might be there at some stage in the future.

1.4 Applying the RCM process

Before setting out to analyse the maintenance requirements of the assets
in any organisation, we need to know what these assets are and to decide
which of them are tobe subjected to the RCM review process. This means
that a plant register must be prepared if one does notexistalready. In fact,
the vast majority of industrial organisations nowadays already possess plant
registers which are adequate for this purpose, so this book only touches
on the most desirable attributes of such registers in Appendix 1.

Planning

If it is correctly applied, RCM leads to remarkable improvements in main-
tenance effectiveness, and often does so surprisingly quickly. However,
the successful application of RCM depends on meticulous planning and
preparation. The key elements of the planning process are as follows:

o decide which assets are most likely to benefit from the RCM process,
and if so, exactly how they will benefit

* assess the resources required to apply the process to the selected assets

* incases where the likely benefits justify the investment, decide in detail
who is to perform and who is to audit each analysis, when and where,
and arrange for them to receive appropriate training

ensure that the operating context of the asset is clearly understood.
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Review groups
We have seen how the RCM process embodies seven basic questions. In
practice, maintenance people simply cannot answer all these questions on
their own. This is because many (if not most) of the answers can only be
supplied by production or operations people. This applies especially to
questions concerning functions, desired performance, failure effects and
failure consequences.

For this reason, areview of the maintenance requirements of any asset
should be done by small teams which include at least one person from the
maintenance function and one from the operations function. The senior-
ity of the group members is less important than the fact that they should
have a thoroughknowledge of the asset under review. Each group mem-
bershouldalsohave beentrainedin RCM. The make-up of atypical RCM
review group is shown in Figure 1.6:

The use of these groups not
only enables management
to gain access to the

Facilitator

knowledge and Operations Engineering

expertise of each Supervisor Supervisor

member of the group

on a systematic basis,

but the members Craftsman
Operator (M and/or E)

themselves gain a
greatly enhanced under-
standing of the asset in
its operating context.

External Specialist (if needed)
(Technical or Process)

Figure 1.6: A typical RCM review group
Facilitators
RCM review groups work under the guidance of highly trained special-

ists in RCM, known as facilitators. The facilitators are the most impor-
tant people in the RCM review process. Their role is to ensure that:

* the RCM analysis is carried out at the right level, that system bounda-
ries are clearly defined, that no importantitems are overlooked and that
the results of the analysis are properly recorded

* RCM is correctly understood and applied by the group members

* the groupreaches consensusin a brisk and orderly fashion, while retain-
ing the enthusiasm and commitment of individual members
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« the analysis progresses reasonably quickly and finishes on time.
Facilitators also work with RCM project managers or sponsors to ensure
that each analysis is properly planned and receives appropriate manage-
rial and logistic support. N

Facilitators and RCM review groups are discussed in more detail in
Chapter 13.

The outcomes of an RCM analysis .

If it is applied in the manner suggested above, an RCM analysis results

in three tangible outcomes, as follows:

« maintenance schedules to be done by the maintenance department

« revised operating procedures for the operators of the asset

« a list of areas where one-off changes must be made to the design of the
asset or the way in which it is operated to deal with situations where'the
asset cannot deliver the desired performance in its current configuration.

Two less tangible outcomes are that participants in the process learn a great
deal about how the asset works, and also tend to function better as teams.

Auditing and implementation .
Immediately after the review has been completed for each asget‘, senior
managers with overall responsibility for the equipment must SZ}IISf?’ them-
selves that decisions made by the group are sensible and defensible.

After each review is approved, the recommendations are implemented
by incorporating maintenance schedules into maintenance plann.mg and
control systems, by incorporating operating procedure cbanges into the
standard operating procedures for the asset, and by hand%ng recommen-
dations for design changes to the appropriate design authority. Key aspects
of auditing and implementation are discussed in Chapter 11.

1.5 What RCM Achieves

Desirable as they are, the outcomes listed above should only be seen as
ameans to anend. Specifically, they shouldenable the maintenapce‘funci
tion to fulfil all the expectations listed in Figure 1.1 at Ihe beginning of
this chapter. How they doso s summarised in the following paragraphs,
and discussed again in more detail in Chapter 14.
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* Greater safety and environmental integrity: RCM considers the safety
and environmental implications of every failure mode before consider-
ing its effect on operations. This means that steps are taken to minimise
all identifiable equipment-related safety and environmental hazards, if
noteliminate them altogether. By integrating safety into the mainstream of
maintenance decision-making, RCM also improves attitudes to safety.

Improved operating performance (output, productquality and custo-
merservice): RCM recognises that all types of maintenance have some
value, and provides rules for deciding which is most suitable in every
situation. By doing so, it helps ensure that only the most effective forms
of maintenance are chosen for each asset, and that suitable action 1s
taken in cases where maintenance cannot help. This much more tightly
focused maintenance effort leads to quantum jumps in the performance
of existing assets where these are sought.

RCM was developedto helpairlines draw up maintenance programs
for new types of aircraft before they enter service. As a result, it is an
ideal way todevelop such programs for new assets, especially complex
equipment for which no historical information is available. This saves
much of the trial and error which is so often part of the development of
new maintenance programs - trial which is time-consuming and frus-
trating, and error which can be very costly.

Greater maintenance cost-effectiveness: RCM continually focuses
attention on the maintenance activities which have most effect on the
performance of the plant. This helps to ensure that everything spent on
maintenance is spent where it will do the most good.

In addition, if RCM is correctly applied to existing maintenance sys-
tems, it reduces the amount of routine work (in other words, mainte-
nance tasks to be undertaken on a cyclic basis) issued in each period,
usually by 40% to 70%. On the other hand, if RCM is used to develop
a new maintenance program, the resulting scheduled workload is much
lower than if the program is developed by traditional methods.

» Longer useful life of expensive items, due to a carefully focused em-
phasis on the use of on-condition maintenance techniques.

* Acomprehensive database: An RCM review ends with a comprehen-
sive and fully documented record of the maintenance requirements of
allthesignificantassets used by the organisation. This makes it possible
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toadapt tochanging circumstances (suchas changing shift patterns or new
technology) without having to reconsider all maintenance policies from
scratch. It also enables equipment users to demonstrate that their mainte-
nance programs are built on rational foundations (the audit treil required
by more and more regulators). Finally, the information stored on RCM
worksheets reduces the effects of staff turnover with its attendant loss
of experience and expertise.

An RCM review of the maintenance requirements of each asset also
provides a much clearer view of the skills required to maintain each
asset, and for deciding what spares should be held in stock. A valuable
by-product is also improved drawings and manuals.

* Greater motivation of individuals, especially people who are involved
in the review process. This leads to greatly improved general under-
standing of the equipment in its operating context, together with wider
‘ownership’ of maintenance problems and their solutions. Italsomeans
that solutions are more likely to endure.

o Betterteamwork: RCM provides a common, easily understood techni-
cal language for everyone who has anything to do with maintenance.
This gives maintenance and operations people a better understanding
of what maintenance can (and cannot) achieve and what must be done
to achieve it.

All of these issues are part of the mainstream of maintenance manage-
ment, and many are already the targetof improvement programs. A major
feature of RCM is that it provides aneffective step-by-step framework for
tackling all of them at once, and for involving everyone who has any-
thing to do with the equipment in the process.

RCM vyields results very quickly. In fact, if they are correctly focused
and correctly applied, RCM reviews can pay for themselves in a matter
of months and sometimes even a matter of weeks, as discussed in Chapter
14. The reviews transform both the perceived maintenance requirements
of the physical assets used by the organisation and the way in which the
maintenance function as a whole is perceived. The result is more cost-
effective, more harmonious and much more successful maintenance.
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2 Functions

Most people become engineers because they feel at least some affinity
forthings, be they mechanical, electrical or structural. This affinity leads
themtoderive pleasure from assets in good condition, butto feel offended
by assets in poor condition.

These reflexes have always been at the heart of the concept of preven-
tive maintenance. They have given rise to concepts such as “asset care’.
which as the name implies, seeks to care forassets per se. They have also
led some maintenance strategists to believe that maintenance is all about
preserving the inherent reliability or built-in capability of any asset.

In fact, this is not so.

As we gain a deeper understanding of the role of assets in business, we
begin to appreciate the significance of the fact that any physical asset is
put into service because someone wants it to do something. So it follows
that when we maintain an asset, the state which we wish to preserve must
be one in which it continues to do whatever its users want it to do. Later
in this chapter, we will see that this state - what the users want — is funda-
mentally different from the built-in capability of the asset.

This emphasis on what the asset does rather than what it is provides a
whole new way of defining the objectives of maintenance for any asset
—one which focuses on what the user wants. This is the most important
single feature of the RCM process, and is why many people regard RCM
as ‘TQM applied to physical assets’.

Clearly, in order to define the objectives of maintenance in terms of user
requirements, we must gain a crystal clear understanding of the functions
of each asset together with the associated performance standards. This is
why the RCM process starts by asking:

* what are the functions and associated performance standards of the
asset in its present operating context?

This chapter considers this question in more detail. It describes how

functions should be defined, explores the two main types of performance

standards, reviews ditferent categories of functions and shows how func-

tions should be listed.
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2.1 Describing functions

Itis a well established principle of value engineering thata function state-
ment should consist of a verb and an object. Itis also helpful to start such
statements with the word ‘to’ (‘to pump water’, ‘to transport people’, etc).

However, as explained at length in the next part of this chapter, users
not only expect an asset to fulfil a function. They also expect it to do so
to an acceptable level of performance. So a function definition — and by
implication the definition of the objectives of maintenance for the asset
— is not complete unless it specifies as precisely as possible the leye':l of
performance desired by the user (as opposed to the built-in capability).
For instance, the primary function of the pump in Figure 2.1 would be Iistgd as:
« To pump water from Tank X to Tank Y at not less than 800 litres per minute.
This example shows thatacomplete function statement consistsof a verb,
an object and the standard of performance desired by the user.

A function statement should consist of a verb,
an object and a desired standard of performance

2.2 Performance standards

The objective of maintenance is toensure thatassets continue to do what
their users want them to do. The extent to which any user wants any asset
to do anything can be defined by a minimum standard of performance. If
we could build an asset which could deliver that minimum performance
without deteriorating in any way, then that wouldbe the end of the matter.
The machine would run continuously with no need for maintenance.

However, in the real world, things are not that simple.

The laws of physics tell us that any organised system whichis exposed
to the real world will deteriorate. The end result of this deterioration is total
disorganisation (also known as ‘chaos’ or ‘entropy’), unless §teps are
taken to arrest whatever process is causing the system to deteriorate.
For instance, the pump in Figure 2.1 is pumping water into a tank from which the
water is drawn at a rate of 800 litres/minute. One process that causes the pump
to deteriorate (failuremode)isimpeller wear. This happens regardless of whether
itis pumping acid or lubricating oil, and regardless of whether the impelleris made

of titanium or mild steel. The only question is how fastit will wear to the point that
it can no longer deliver 800 litres/minute.
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Soifdeteriorationisinevitable, it must
be allowed for. This means that when
any asset is put into service, it must be
able todeliver more than the minimum
standard of performance desired by the
user. What the asset is able todeliver is
known asits initial capability (or inher-
ent reliability). Figure 2.2 illustrates the
right relationship between this capabi-
lity and desired performance.

INITIAL CAPABILITY
(What it can do)

Margin for deterioration

PERFORMANCE — >

Figure 2.2: Allowing for deterioration

Forinstance, in order to ensure that the pump shown in Figure 2.1 does what its
users want and to allow for deterioration, the system designers must specify a
pump which has an initial built-in capability of something greater than 800 litres/
minute. In the example shown, this initial capability is 1 000 litres per minute.

This means that performance can be defined in two ways, as follows:

* desired performance (what the user wants the asset to do)

* built-in capability (what it can do)

Later chapters look at how maintenance helps ensure that assets continue

to fulfil their intended functions, either by ensuring that their capability

remains above the minimum standard desired by the user or by restoring

something approaching the initial capability if it drops below this point.

When considering the question of restoration, bear in mind that:

« theinitial capability of any assetis established by its design and by how
it is made

* maintenance can only restore the asset to this initial level of capability
— it cannot go beyond it.

In practice, mostassetsare adequately designed and built, so it is usually

possible to develop maintenance programs which ensure that such assets
continue to do what their users want.
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INITIAL CAPABILITY (What it can do)

So maintenance - 2
achieves its objectives §
by maintaining the— §
capability of the
asset in this zone

The objective of |
maintenance is |
to ensure that
capability stays
above this level

‘Maintenance
cannot raise
the capability
of the asset

| above this level

PERFORMANCE ~erer——>

Figure 2.3: A maintainable asset

In short, such assets are maintainable, as shown in Figure 2.3.

On the other hand, if the desired performance exceeds the initial cap-
ability, no amount of maintenance can deliver the desired performance.
In other words, such assets are not maintainable, as shown in Figure 2.4.

For instance, if the pump shown in Fig-
ure 2.1 had an initial capability of 750
litres/minute, it would not be able tokeep
the tank full. Since the maintenancepro-
gramdoes not exist which makes pumps
bigger, maintenance cannot deliver the
desired performance in this context. Sim-
ilarly, if we make a habit of tryingtodraw
15 kW (desired performance) from a 10
kW electric motor (initial capability), the
motorwillkeep tripping out and willeven-
tually burn out prematurely. No amount
of maintenance willmake this motor big
enough. It may be perfectly adequately
designed and builtinits own right - it just
cannot deliver the desired performance
in the context in which it is being used.

The objective of maintenance
is to ensure that capability
" stays above this level

Maintenance cannot raise

the capability of the asset
L ! above this level, so this

asset is not maintainable

PERFORMANCE

Figure 2.4:
A non-maintainable situation

Two conclusions which can be drawn from the above examples are that:

« for any asset to be maintainable, the desired performance of the asset
must fall within the envelope of its initial capability

« in order to determine whe ther this is so, we not only need to know the
initial capability of the asset, but we also need to know exactly whgt
minimum performance the user is prepared to accept in the context in
which the asset is being used.
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This underlines the importance of identifying precisely what the users
want when starting to develop a maintenance program. The following
paragraphs explore key aspects of performance standards in more detail.

Multiple performance standards

Many function statements incorporate more than one and sometimes

several performance standards.

For example, one function of a chemical reactor in a batch-type chemical plant

might be listed as:

¢ To heat up to 500 kg of product X from ambient temperature to boiling point
(125°C) in one hour.

Inthiscase, the weight of product, the temperature rangeand thetime all present

different performance expectations. Similarly, the primary function of a motor car

might be defined as:

e To transport up to 5 people along made roads at speeds of up to 140 km/h

Here the performance expectations relate to speed and number of passengers.

Quantitative performance standards
Performance standards should be quantified where possible, because
quantitative standards are inherently much more precise than qualitative
standards. Special care should be taken to avoid qualitative statements like
‘to produce as many widgets as required by production’, or ‘to go as fast
as possible’. Function statements of this type are meaningless, if only
because they make it impossible to define exactly when the item is failed.
In reality, it can be extraordinarily difficult to define precisely whatis
required, butjust because it is difficult does not mean that it cannot or
should not be done. One major user of RCM summed up this point by
saying ‘Ifthe users of an asset cannotspecify precisely what performance
they wantfrom an asset, they cannothold the maintainers accountable for
sustaining that performance.’

Qualitative standards

In spite of the need to be precise, it is sometimes impossible to specify
quantitative performance standards so we have to live with qualitative
Statements.

For instance, the primary function of a painting is usually to look acceptable’ (if
not ‘attractive’). What is meant by ‘acceptable’ varies hugely from person to
personandisimpossible to quantify. As a result, userandmaintainerneedto take
care to ensure that they share a common understanding of what is meant by
words like ‘acceptable’ before setting up a system intended to preserve that
acceptability.
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Absolute performance standards
A function statement which contains no performance standard at all usually

implies an absolute.

For instance, the concept of containment is associated with nearly all enclosed
systems. Function statements covering containment are often written as follows:
¢ To contain liquid X

The absence of a performance standard suggests that the system must contain
allthe liquid, andthatanyleakage at allamountsto a failed state. Incaseswhere
anenclosedsystem can tolerate some leakage, the amountwhich can be toler-
atedshouldbeincorporated as a performance standardin the function statement.

Variable performance standards
Performance expectations (or applied stress) sometimes vary infinitely

between two extremes.

“"Maintenance
must ensure that

Consider forexample atruck usedtodeliver
loads of assortedgoods to urban retailers.
Assumethatthe actualloadsvarybetween

capability stays .
abgve this leve! RGN

capability

(say)0 (empty)and5tons, withanaverage é ,

of 2.5 tons, and the distribution of loads is T >
asshownin Figure 2.5. Toallow for deterio- 445

ration, the initial capability of the truck must ’g 3. %g

be more thanthe ‘worstcase’load, which in e 5 g%"’ -
this example is 5 tons. The maintenance § o
program in turn must ensure that the cap- é Ly
ability does not drop below this level, in .3 ¢

which case it would automatically satisfy
the fullrange of performance expectations.

Figure 2.5:
Variable performance standards

Upper and lower limits

In contrast to variable performance expectations, some systems exhibit
variable capability. These are systems which simply cannot be set up to
function to exactly the same standard every time they operate.
Forexample, agrindingmachine usedtofinish grind a crankshaftwillnotproduce
exactly the same finished diameter on every journal. The diameters will vary, if
only by a few microns. Similarly, a filling machine in a food factory will not fill two
successive containerswith exactly the same weight offood. Theweights willvary,
if only by a few milligrams.

Figure 2.6 indicates that capability variations of this nature usually vary
about a mean. In order to accommodate this variability, the associated
desired standards of performance incorporate an upper and lower limit.
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For instance, the primary function of a sweet-packing machine might be:

* Topack 250+1 gm of sweets into bags ata minimum rate of 75 bags per minute.

The primary function of the grinding ma-

chine might be:

¢ To finish grind main bearing journals in
a cycle time of 3.00 £0.03 minutes to a
diameter of 75 £0.1 mm with a surface
finish of Ra0.2.

) CAPABILITY

(Inpractice, thiskind of variability is
usually unwelcome for a number of
reasons. Ideally, processes should be
so stable that there is no variation at
all and hence no need for two limits.
In pursuit of this ideal, many indus-
tries are spending a greatdeal of time
and energy on designing processes that vary as little as possible. How-
ever, this aspect of design and development is beyond the scope of this
book. Right now we are concerned purely with variability from the view-
point of maintenance.)

How much variability can be tolerated in the specification of any prod-
uct is usually governed by external factors.

- Lower control liig

specification limit)

Figure 2.6:
Upper andlower limits

Mean desired
performance

For instance, the lower limit which can be tolerated on the crankshaft journal
diameter is governed by factors such as noise, vibration and harshness, and the
upper limit by the clearances needed to provide adequate lubrication. The lower
limit of the weight of the bag of sweets (relative to the advertised weight) is usually
governed by trading standards legislation, while the upper limitis governed by the
amount of product which the company can afford to give away.

Incaseslike these, the desired performance limits are known as the upper
and lower specification limits. The limits of capability (usually defined
as being three standard deviations either side of the mean) are known as
the upper and lower control limits. Quality management theory suggests
thatin a well managed process, the difference between the control limits
should ideally be half the difference between the specification limits. This
multiple should allow a more than adequate margin for deterioration from
a maintenance viewpoint.

Upper and lower limits not only apply to product quality. They also
apply to other functional specifications such as the accuracy of gauges
and the settings of control systems and protective devices. This issue is
discussed further in Chapter 3.
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2.3 The Operating Context

In Chapter I, RCM was defined as ‘a process used to determine the main-
tenance requirements of any physical assetin its operating context’. This
context pervades the entire maintenance strategy formulation process,
starting with the definition of functions.

Forexample, consider a situation where a maintenance program is being devel-
oped for a truck used to transport material from Startsville to Endburg. Before the
functions and associated performance standards of this vehicle can be defined,
the people developing the program need to ensure that they thoroughly under-
stand the operating context.

For instance, how far is Startsville from Endburg? Over what sort of roads and
what sort of terrain? What are the ‘typical worst case’ weather and traffic condi-
tions on this route? What load is the truck carrying (fragile? corrosive? abrasive?
explosive?) What speed limits and other regulatory constraints apply tothe route?
What fuel facilities exist along the way?

The answers to these questions might lead us to define the primary function
of this vehicle as follows: ‘To transport up to 40 tonnes of steel slabs at speeds
of up to 60 mph (average 45 mph) from Startsville to Endburg on one tank of fuel’.

The operating context also profoundly influences the requirements for
secondary functions. In the case of the truck, the climate may demand air
conditioning, regulations may demand special lighting, the remoteness of
Endburg may demand that special spares be carried on board, and so on.
Notonly does the context drastically affect functions and performance
expectations, but it also affects the nature of the failure modes which
could occur, their effects and consequences, how often they happen and
what must be done to manage them.
For instance, consider again the pump shown in Figure 2.1. If it were moved to
alocationwhereitpumps mildly abrasive slurryinto a Tank B fromwhich the slurry
is being drawn at a rate of 900 litres per minute, the primary function would be:
¢ To pump slurry into Tank B at not less than 900 litres per minute.
Thisis ahigher performance standard than in the previous location, so the stand-
ard to whichithas to be maintained rises accordingly. Because itis now pumping
slurry instead of water, the nature, frequency and severity of the failure modes
also change. As a result, although the pumpitselfis unchanged, itis likely to end
up with a completely different maintenance program in the new context.

All this means that anyone setting out to apply RCM to any asset or
process must ensure that they have a crystal clear understanding of the
operating context before they start. Some of the most important factors
which need to be considered are discussed in the following paragraphs.
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Batch and flow processes

In manufacturing plants, the most important feature of the operating con-
textis the type of process. This ranges from flow process operations where
nearly all the equipment is interconnected, to Jobbing operations where
most of the machines are independent.

In flow processes, the failure of a single asset can either stop the entire
plant or significantly reduce output, unless surge capacity or stand-by
plantis available. On the other hand, in batch or jobbing plants, most fail-
ures only curtail the output of asingle machine or line. The consequences
of such failures are determined mainly by the duration of the stoppage and
the amountof work-in-process queuing in front of subsequentoperations.

These differences mean that the maintenance strategy applied to an
asset which is part of a flow process could be radically different from the
strategy applied to an identical asset in a batch environment.

Redundancy

The presence of redundancy - or alternative means of production —is a
feature of the operating context which must be considered in detail when
defining the functions of any asset.

jl'he.importance of redundancy is illustrated by the three identical pumps shown
in Figure 2.7. Pump B has a stand-by, while pump A does not.

Figure 2.7: Stand Alone Duty Stand-by
Different ; X by <7

operating

contexts : .

This means that the primary function of pump Ajis to transfer liquid from one point
to another on its own, and that of pump B to do it in the presence of a stand-by.
T_his difference means that the maintenance requirements of these pumps will be
different (just how different we see later), even though the pumps are identical.

Ouality standards

Quality standards and standards of customer service are two more aspects
of the operating context which can lead to differences between the de-
scriptions of the functions of otherwise identical machines.

For example, identical milling stations on two transfer machines might have the
same basic function - to mill aworkpiece. However, depth of cut, cycle time, flat-

ness tolerance and surface finish specifications might all be different. This could
lead to quite different conclusions about their maintenance requirements.
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Environmental standards
An increasingly important aspect of the operating context of any asset is
the impact which it has (or could have) on the environment.

Growing worldwide interest in environmental issues means that when
we maintain any asset, we actually have to satisfy two sets of ‘users’. The
first is the people who operate the asset itself. The second is society as a
whole, which wants both the asset and the process of which it forms part
not to cause undue harm to the environment.

What society wants is expressed in the form of increasingly stringent
environmental standards and regulations. These are international, national,
regional, municipal or even corporate standards. They coveran extraordi-
narily wide range of issues, from the biodegradability of detergents to the
content of exhaust gases. In the case of processes, they tend to concentrate
on unwanted liquid, solid and gaseous by-products.

Mostindustries are responding tosociety's environmental expectations by
ensuring thatequipmentis designed tocomply with the associated stand-
ards. However, it is not enough simply to ensure that a plant or process
is environmentally sound at the moment it is commissioned. Steps also
have tobe taken to ensure that it remains in compliance throughoutitslife.

Takingtherightstepsisbecoming amatter of urgency, becauseallover
the world, more and more incidents which seriously affect the environ-
ment are occurring because some physical asset did not behave as it should
—in other words, because something failed. The associated penalties are
becoming very harsh indeed, so long-termenvironmental integrity is now
a particularly important issue for maintenance people.

Safety hazards

Anincreasing number of organisations haveeither developed themselves
or subscribe to formal standards concerning acceptable levels of risk. In
some cases, these apply at corporate level, in others toindividualsites and
in yet others to individual processes or assets. Clearly, wherever such
standards exist, they are an important part of the operating context.

Shift arrangements

Shift arrangements profoundly affect the operating context. Some plants
operate for eight hours per day five days a week (and even less in bad
times). Others operate continuously for seven days a week, and yet others
somewhere in between.
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In a single shift plant, production lost due to failures can usually be made
up by working overtime. This overtime leads to increased production costs,
$o maintenance strategies are evaluated in the light of these costs.

Onthe other hand, if an asset is working 24 hours perday, sevendays per
week, it is seldom possible to make up for lost time, so downtime causes
lost sales. This costs a great deal more than extra overtime, so it is worth
trying much harder to prevent failures under these circumstances. However,
it is also more difficult to make equipment available for maintenance in
afully-loaded plant, so maintenance strategies need tobe formulated with
special care.

As products move through their life cycles or as economic conditions
change, organisations can move from one end of this spectrum to the
other surprisingly quickly. For thisreason, it is wise to review maintenance
policies every time this aspect of the operating context changes.

Work-in-process
Work-in-process refers to any material which has not yet been through all
the steps of the manufacturing process. It may be stored in tanks, in bins,
inhoppers, on pallets, on conveyors or in special stores. The consequen-
ces of the failure of any machine are greatly influenced by the amount of
this work-in-process between it and the next machines in the process.
Consider an example where the volume of work in the queue is sufficient to keep
the next operation working for six hours and it only takes four hours to repair the
failure mode under consideration. In this case, the failure would be unlikely to
affect overall output. Conversely, if it tosk eight hours to repair, it could affect
overall output because the next operation would come to a halt. The severity of
these consequences in turn depends on
* the amount of work-in-process between that operation and the next and so on
down the line, and

* the extent to which any of the operations affected is a bottleneck operation (in
other words an operation which governs the output of the whole line).

Although plant stoppages cost money, it also costs money to hold stocks
of work-in-process. Nowadays stock-holding costs of any kind are so
high that reducing them to an absolute minimum is a top priority. This is
a major objective of ‘just-in-time’ systems and their derivatives.
These systems reduce work-in-process stocks, so the cushion that the
stocks provided against failure is rapidly disappearing. This is a vicious
circle, because the pressure on maintenance departments to reduce failures
in order to make it possible to do without the cushion is also increasing.
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So from the maintenance viewpoint, abalance hastobe struck between
the economic implications of operational failures, and:

* the cost of holding work-in-process stocks in order to mitigate the effects
of those failures, or

« the cost of doing proactive maintenance tasks with a view to anticipat-
ing or preventing the failures.

Tostrike this balance successfully, this aspectof the operating context must
be particularly clearly understood in manufacturing operations.

Repair time
Repair times are influenced by the speed of response to the failure, which
isafunctionof failurereporting systems and staffing levels, and the speed
of repairitself, which is a function of the availability of spares and appro-
priate tools and of the capability of the person doing the repairs.

These factors heavily influence the effects and the consequences of
failures, and they vary widely from one organisation to another. As aresult,
this aspect of the operating context also needs to be clearly understood.

Spares

It is possible to use a derivative of the RCM process to optimise spares
stocks and the associated failure management policies. This derivative is
based on the fact that the only reason for keeping a stock of spare parts is
to avoid or reduce the consequences of failure.

The relationship between spares and failure consequences hinges on
the time it takes to procure spares from suppliers. If it could be done
instantly there would be no need to stock any spares at all. Butin the real
world procuring spares takes time. This is known as the lead time, and it
ranges from a matter of minutes to several months or years. If the spare
isnotastock item, the lead time often dictates how long it takes to repair
the failure, and hence the severity of its consequences. On the other hand,
holding spares in stock also costs money, so a balance needs tobe struck,
on a case-by-case basis, between the cost of holding a spare in stock and
the total cost of not holding it. In some cases, the weight and/or dimen-
sions of the spares also need to be taken into account because of load and
space restrictions, especially in facilities like oil platforms and ships.

This spares optimization process is beyond the scope of this book. How-
ever,whenapplying RCM toanexisting facility, one hastostart somewhere.
In most cases, the best way to deal with spares is as follows:
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* use RCM to develop a maintenance strategy based on existing spares
holding policies,

* review the failure modes associated withkey spareson an exception basis,
by establishing what impact (if any) a change in the present stockholding
policy would have onthe initial maintenance strategy, and then picking
the most cost-effective maintenance strategy/spares holding policy.

If this approach is adopted, then the existing spares holding policy can be
seen as part of the (initial) operating context.

Market demand

Theoperating context sometimes features cyclic variations in demand for
the products or services provided by the organisation.

Forexample, soft drink companies experience greater demand for their products

in summer than in winter, while urban transport companies experience peak de-
mand during rush hours.

Incaseslike these, the operational consequences of failure are much more
seriousatthe times of peak demand, so in this type of industry, this aspect
of the operating context needs to be especially clearly understood when
defining functions and assessing failure consequences.

Raw material supply

Sometimes the operating context is influenced by cyclic fluctuations in
the supply of raw materials. Food manufacturers often experience peri-
ods of intense activity during harvest times and periods of little or no
activity atother times. This applies especially to fruit processors and sugar
mills. During peak periods, operational failures not only affect output, but
can lead to the loss of large quantities of raw materials if these cannot be
processed before they deteriorate.

Documenting the operating context

For all the above reasons, it is essential to ensure that everyone involved in
the development of a maintenance program for any asset fully understands
the operating context of that asset. The best way to do so is to document
the operating context, if necessary up to and including the overall mission
statement of the entire organisation, as part of the RCM process.

Figure 2.8 overleaf shows a hypothetical operating context statement for the

grinding machine mentioned earlier. The crankshaft is used in a type of engine
used in motor car model X.
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Make car
modei X
(Corresponding
asset: Model X
Car Division)

Make
engines
(Corresponding
asset: Motown
Engine Plant)

Make Type 2
engines
(Corresponding
asset:Type 2
Engine Line)

Machine
crankshafts
(Corresponding
asset: Crank-
shaft machining
line 2)

Finish grind
crankshaft
main and big
end journals
(Corresponding
asset: Ajax
Mark 5 grinding
machine)

Model X division employs 4 000 people to produce 220000 cars this year. Sales
forecasts indicate that this couldrise to 320 000 per year within 3 years. We are
now number 18 in national customer satisfaction rankings, and intend to reach
15th place next year and 10th place the following year. The target for lost time
injuries throughout the division is one per 500 000 paid hours. The probability
of a fatality occurring anywhere in the division should be less than one in 50
years. The division plans to conform to all known environmental standards.

The Motown Engine Plant produces all the engines for model X cars. 140 000
Type 1and 80000 Type 2 engines are produced per year. In order to achieve
the customer satisfactiontargets for the entire vehicle, warranty claims forengines
must drop from the presentlevel of 20 per 1000 to 5 per 1000. The plant suffered
three reportable environmental excursions last year - our target is not more
than one in the next three years. The plant shuts down for two weeks per year
to allow production workers to take their main annual vacations.

The Type 2 engine line presently works 110 hours per week (2 x 10 hr shifts 5
days per week and one 10 hour shift on Saturdays). The assembly line could
produce 140 000 engines per year in these hours ifitran continuously with no
defects, but overall output of engines is limited by the speed of the crankshaft
manufacturing line. The company would like as much maintenance as possible
to be done during normal hours without interfering with production.

The crankshaft line consists of 25 operations, andis nominally able to produce
20crankshafts perhour (2200 per week, 110000 per 50 week year). Itcurrently
sometimes fails to produce the requirement of 1 600 per week in normal time.
When this happens, the line has to work overtime at an additional cost of £800
per hour. (Since most of the forecast growth will be for Type 2 engines, stop-
pages on this line could eventually lead to lost sales of model X cars unless the
performance is improved.) There should be no crankshafts stored between the
end of the crankshaft line and the engine assembly line, but operations in fact
keep a pallet of about 60 crankshafts to provide some ‘insurance’ against stop-
pages. Thisenables the crankshaftline to stop for upto 3hours without stopping
assembly. Crankshaft machiningdefects have not caused any warranty claims,
but the scrap rate on this line is 4%. The initial target is 1.5%.

The finish grinding machine grinds 5 mainand 4 bigendjournals. Itis the bottle-
neck operation on the crankshaft line, and the cycle time is 3.0 minutes. The
finished diameter of the main journals is 75mm + 0.1mm, and of the big ends
53mm + 0.1 mm. Both journals have a surface finish of Ra0.2. The grinding
wheels are dressed every cycle, a process which takes 0.3 minutes out of each
3 minute cycle. The wheels need to be replaced after 3 500 crankshafts, and
replacement takes 1.8 hours. There are usually about ten crankshafts on the
conveyor between this machine and the next operation, so a stoppage of 25
minutes canbe toleratedwithoutinterfering with the next operation. Total buffer
stocks onthe conveyors between this machine and the end of the line mean that
this machine can stop for about 45 minutes before the line as a whole stops.
Finish grinding contributes 0.4% to the present overall scrap rate.

Figure 2.8: An operating context statement
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The hierarchy starts with the division of the corporation which produces this
model,butitcouldhave gone up onelevelfurthertoinclude the entire corporation.
Note alsothatacontext statement atanylevel should apply to af/the assets below
it in the hierarchy, not just the asset under review.

The context statements at the higher levels in this hierarchy are simply
broad function statements. Performance standards at the highest levels
quantify expectations from the viewpoint of the overall business. At lower
levels, performance standards become steadily more specific until one
reaches the asset under review. The primary and secondary functions of
the asset at this level are defined as described in the rest of this chapter.

2.4 Different Types of Functions

Every physical asset has more than one ~ often several — functions. If the
objective of maintenance is to ensure that the asset can continue to fulfil
these functions, thenthey mustall be identified together with their current
desired standards of performance. At first glance, this may seem to be a
fairly straightforward exercise. However in practice it nearly always
turns out to be the single most challenging and time-consuming aspect of
the maintenance strategy formulation process,

Thisisespecially true of older facilities. Products change, plantconfig-
urations change, people change, technology changes and performance
expectations change — but still we find assets in service thathave been there
since the plant was built. Detining precisely what they are supposed to be
doing now requires very close cooperation between maintainers and users.
Itis also usually a profound learning experience for everyone involved.

Functions are divided into two main categories (primary and second-
ary functions) and then further divided into various sub-categories. These
are reviewed on the following pages, starting with primary functions.

Primary functions

Organisations acquire physical assets for one, possibly two, seldom more
than three main reasons. These ‘reasons’ are defined by suitably worded
function statements. Because they are the ‘main’ reasons why the asset is
acquired, they are known as primary functions. They are the reasons why
the asset exists at all, so care should be taken to define them as precisely
as possible.
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Primary functions are usually fairly easy to recognise. In fact, the names
of most industrial assets are based on their primary functions.

For instance the primary function of a packing machine is to pack things, of a
crusher to crush something and so on.

As mentioned earlier, the real challenge lies in defining the current per-
formance expectations associated with these functions. For most types of
equipment, the performance standards associated with primary functions
concernspeeds,volumesandstoragecapacities. Productquality alsousually
need to be considered at this stage.

Chapter | mentionedthatourabilitytoachieve andsustainsatisfactory
quality standards depends increasingly on the capability and condition of
the assets which produce the goods. These standards are usually associ-
ated with primary functions. As aresult, take care to incorporate product
quality criteria into primary function statements where relevant. These
include dimensions for machining, forming or assembly operations, purity
standards for food, chemicals and pharmaceuticals, hardness in the case
of heat treatment, filling levels or weights for packaging, and so on.

Functional block diagrams

If an assetis very complex or if the interaction between different systems
is poorly understood, itis sometimes helpful to clarify the operating con-
textby drawing up functional block diagrams. These are simply diagrams
showing all the primary functions of anenterprise atany givenlevel. They
are discussed in more detail in Appendix 1.

Multiple independent primary functions

An asset can have more than one primary function. For instance, the very
name of amilitary fighter/bomber suggests thatithas two primary functions.
In such cases, both should be listed in the functional specification.

A similar situation is often found in manufacturing, where the same asset may be
used to perform different functions at different times. For instance, a single reactor
vessel in a chemical plant might be used at different times to reflux (boil continu-
ously) three different products under three different sets of conditions, as follows:

Product 1 2 3
Pressure 2 bar 10 bar 6 bar
Temperature 180°C 120°C 140°C
Batch size 500 litres 600 litres 750 litres

(It could be said that this vesselis not performing three different functions, but that
it is performing the same function to differentstandards of performance. In fact, the
distinction does not matter because we arrive atthe same conclusion either way.)
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Incases like this, one couldlist a separate function statement foreach pro-
duct. This would logically lead to three separate maintenance programs
for the same asset. Three programs may be feasible — perhaps even desirable
- if each product runs continuously for very long periods.

However, if the interval between long-term maintenance tasks is longer
than the change-over intervals, then it is impractical to change the tasks
every time the machine is changed over to a different product.

One way around this problem is to combine the ‘worst case’ standards
associated with each product into one function statement.

Inthe above example, a combined function statementcould be ‘toreflux up to 750
litres of product at temperatures up to 180°C and pressures up to 10 bar.’
Thi-s willleadto a maintenance programwhichmightembody some over-
maintenance some of the time, but which will ensure that the asset can
handle the worst stresses to which it will be exposed.

Serial or dependent primary functions

One often encounters assets which must perform two or more primary
functions in series. These are known as serial functions.

Forinstance, the primary functions of a machine in a food factory may be ‘to fill
300 cans with food per minute’ and then ‘to seal 300 cans per minute’.

The distinction between multiple primary functions and serial primary
functions is that in the former case, each function can be performed inde-
pendently of the other, while in the latter, one function must be performed
before the other. In other words, for the canning machine to work properly
it must fill the cans before it seals them.

Secondary Functions

Mostassets are expectedto fulfil one or more functions in addition to their
primary functions. These are known as secondary functions.

For example, the primary function of a motor car might be described as follows:
* to transport up to 5 people at speeds of up to 140 km/h along made roads

If this was the only function of the vehicle, then the only objective of the mainte-
nance program for this car would be to preserve its ability to carry up to 5 people
atspeedsofup 140km/h alongmade roads. However, thisis only part of the story,
because most car owners expect far more from their vehicles, ranging from the
ability to carry luggage to the ability to indicate how much fuel is in the fuel tank.

To help ensure that none of these functions are overlooked, they are divi-
ded into seven categories as follows:
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 environmental integrity

« safety/structural integrity

« control/containment/comfort

* appearance

e protection

 economy/efficiency

« superfluous functions.

The first letters of each line in this list form the word ESCAPES.
Although secondary functions are usually less obvious than primary

functions, the loss of a secondary function can still have serious conse-

quences — sometimes more serious than the loss of a primary fur?ction. As

aresult, secondary functions often need as much if not more maintenance

than primary functions, so they toomustbeclearly identified. The follovy-

ing pages explore the main categories of these functions in more detail.

Environmental integrity .
Part 2 of this chapterexplained how society's environmental expectations
have become a critical feature of the operating context of many assets.
RCM begins the process of compliance with the associated standards by
incorporating them in appropriately worded function statements.

For instance, one function of a car exhaust or a factory smoke stack might be ‘to
contain no more than X micrograms of a specified chemical per cubic meter’. The
car exhaust system might also be the subject of environmental restrictions deal-

ing with noise, and the associated functional specification might be ‘to emit no
more than X dB measured at a distance of Y metres behind the exhaust outlet

Foty
i/?£§t)Llsers want to be reasonably sure that their assets will not hurtor kill
them. In practice, most safety hazards emerge later in the RCM process
as failure modes. However, in some cases itis necessary to write function
statements which deal with specific threats to safety.

For instance, two safety-related functions of a toaster are ‘to prevent users from
touching electrically live components’ and ‘not to burn the users’.

Many processes and components are unable to fulfil the safety expectfq-
tions of users on their own. This has given rise to additional functions in
the formof protective devices. Thesedevices pose some of the mostdiffi-
cult and complex challenges facing the maintainers of modern industrial
plant. As a result, they are dealt with separately below.
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A further subset of safety-related functions are those which deal with
product contamination and hygiene. These are mostoften found in the food
and pharmaceutical industries. The associated performance standards are
usually tightly specified, and lead to rigorous and comprehensive main-
tenance routines (cleaning and testing/validation).

Structural integrity

Many assets have a structural secondary function. This usually involves
supporting some other asset, sub-system or component.

For example, the primary function of the wall of a building might be to protect
people and equipment from the weather, butit might also be expected to support
the roof (and bear the weight of shelves and pictures).

Large, complex structures with multiple load bearing paths and high
levels of redundancy need to be analysed using a specialised version of
RCM. Typical examples of such structures are airframes, the hulls of ships
and the structural elements of offshore oil platforms.

Structures of this type are rare in industry in general, so the relevant
analytical techniques are not covered in this book. However, straightfor-
ward, single-celled structural elements can be analysed in the same way
as any other function described in this chapter.

Control

In many cases, users not only want assets to fulfil functions to a given
standard of performance, but they also want to be able to regulate the per-
formance. This expectation is summarised in separate function statements.
Forinstance, the primary function of a car as suggested earlier was ‘to transport
up to 5 people at speeds of up to 140 km/h along made roads’. One control function
associated with this function could be ‘to enable driver to regulate speed at will
between -15 km/h (reverse) and +140 km/h’.

Indication or feedback forms an important subset of the control category
of functions. This includes functions which provide operators with real-
time information about the process (gauges, indicators, telltales, VDU's
and control panels), or which record such information for later analysis
(digital or analog recording devices, cockpit voice recorders in aircraft,
etc). Performance standards associated with these functions not only re-
late to the ease with which it should be possible to read and assimilate or
to playback the information, but also cover its accuracy.

Forinstance, the function of the speedometer of a car might be described as ‘to
indicate the road speed to the driver to within +5 -0% of the actual speed'.
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Containment
In the case of assets used to store things, a primary function is to contain
whatever is being stored. However, containment should also be acknowl-
edged as a secondary function of all devices used to transfer material of
any sort —especially fluids. This includes pipes, pumps,conveyors,chutes,
hoppers and pneumatic and hydraulic systems.

Containment is also an important secondary function of items like gear-
boxes and transformers. (In this context, note again the remarks on Page 26
about performance standards and containment.)

Comfort

Most people expect their assets not to cause them anxiety, grief or pain.
These expectations are listed under the heading of ‘comfort” because the
major English dictionaries define comfort as being freedom from anxi-
ety, pain, grief and so on. (These expectations can also be classified under
the heading of ‘ergonomics’.)

Too much discomfort affects morale, soitis undesirable from a human
viewpoint. It is alsobad business because people who are anxious or in pain
are more likely to make incorrect decisions. Anxiety is caused by poorly
explained, unreliable or unintelligible control systems, be they for domestic
appliances or for oil refineries. Painis causedby assets —especially clothing
and furniture — which are incompatible with the people using them.

The best time to deal with these problems is of course at the design stage.
However, deterioration and/or changing expectations can cause this cat-
egory of functions to faillike any other. The best way to setaboutensuring
that this doesn't happen is to define appropriate functional specifications.
For example. one function of a control panel might be ‘To indicate clearly to a
colour-blind operator up to five feet away whether pump A is operating or shut

down’. A control-room chair might be expected ‘To allow operators to sit com-
fortably for up to one hour at a time without inducing drowsiness’.

Appearance

The appearance of many items embodies a specific secondary function.
For instance, the primary function of the paintwork on most industrial
equipment is to protect it from corrosion, but a bright colour might be
used toenhance its visibility for safety reasons. Similarly, the main func-
tion of a sign outside a factory is to show the name of the company which
occupies the premises, but a secondary function is to project an image.
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Protective devices

As physical assets become more complex, the number of ways they can
fail is growing almost exponentially. This has led to corresponding growth
in the variety and severity of failure consequences. In an attempt to elimi-
nate (or at least to reduce) these consequences, increasing use is being
made of automatic protective devices. These work in one of five ways:

* todraw the attention of the operators to abnormal conditions (warning
lights and audible alarms which respond to failure effects. The ¢ffects
are monitored by a variety of sensors including level switches, load
cells, overload or overspeed devices, vibration or proximity sensors,
temperature or pressure switches, etc)

* to shut down the equipment in the event of a failure (these devices also
respond to failure effects, using the same types of sensors and often the
same circuits as alarms, but with different settings)

* to eliminate or relieve abnormal conditions which follow a failure and
which'might otherwise cause much more serious damage (fire-fighting
equipment, safety valves, rupture discs or bursting discs, emergency
medical equipment)

* totake over fromafunctionwhich has failed (stand-byplant of any sort,
redundant structural components)

* topreventdangerous situations from arising in the first place (guards).

The purpose of these devices is to protect people from failures or to pro-
tect machines or to protect products,— in some cases all three.
Protective devices ensure that the failure of the function being protec-
ted is much less serious than it would be if there were no protection. The
presence of protection also means that the maintenance requirements of
aprotected function are often less stringent than they would be otherwise.

Consider a milling machine whose milling cutteris driven by a toothed belt. If the

belt were to break in the absence of any protection, the feed mechanism would

drive the stationary cutter into the workpiece (or vice versa) and cause serious

secondary damage. This can be avoided in two ways:

* by implementing a comprehensive proactive maintenance routine designed to
prevent the failure of the belt

* by providing protection such as a broken belt detector to shut down the machine
as soon as the belt breaks. In this case, the only consequence of a broken belt
is a brief stoppage while it is replaced, so the most cost-effective maintenance
policy might simply be to let the belt fail. But this policy is only valid if the broken
belt detector is working, and steps must be taken to ensure that this is so.
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The maintenance of protective devices —especially devices which are not
fail-safe —is discussed in much more detail in Chapters 5 and 8. However,
this example demonstrates two fundamental points:

* that protective devices often need more routine maintenance attention
than the devices they are protecting

* thatwe cannotdevelop a sensible maintenance program for a protected
function without also considering the maintenance requirements of the
protective device.

Itis only possible to considerthe maintenance requirements of protective
devices if we understand their functions. So when listing the functions of
any asset, we must list the functions of all protective devices.

A final point about protective devices concerns the way their functions
shouldbe described. Thesedevices actby exception (inother words when
something else goes wrong), so itis important to describe them correctly.
In particular, protective function statements should include the words ‘if”
or‘in the event of”, followed by a very brief summary of the circumstan-
ces or the event which would activate the protection.

Forinstance, if we were to describe the function of a tripwire as being ‘to stop the
machine’, anyone reading this description could be forgiven for thinking that the
tripwire is the normal stop/start device. To remove any ambiguity, the function of
a tripwire should be described as follows:

* to be capable of stopping the machine in the event ofan emergency at any point

along its length
The function of a safety valve may be described as follows:

e to be capable of relieving the pressure in the boiler if it exceeds 250 psi.

Economy/efficiency
Anyone who uses assets of any sort only has finite financial resources.
This leads them to put a limit on what they are prepared to spend on
operating and maintaining it. How much they are prepared to spend is
governed by a combination of three factors:
» the actual extent of their financial resources
* how much they want whatever the asset will do for them
* the availability and cost of competitive ways of achieving the same end.
At the operating context level, functional expectations concerning costs
are usually spelled out in the form of expenditure budgets.

Atthe assetlevel, economic issues can be addressed directly by function
statements which define what users expect in areas such as fuel economy
and loss of process materials.
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For instance, a car might be expected ‘to consume not more than 6 litres of fuel
per 100 km at a constant 120 km/h, and not more than 4 litres of fuel per 100 km
at 60 km/h.” A fossil fuel power station might be expected ‘to export at least 45%
of the latent energy in the fuel as electrical power.” A plant using an expensive
solvent might want ‘to lose no more than 0.5% of solvent X per month’.

Superfluous Functions

[tems or components are sometimes encountered which arc completely
superfluous. This usually happens when equipment has been modified
frequently over a period of years, or when new equipment has been over-
specified. (These comments do not apply to redundant components built
in for safety reasons, but to items which serve no purpose atall in the con-
text under consideration.)

Forexample, apressure reducing valve was built into the supply line between a
gas manifold and a gas turbine. The original function of the valve was to reduce
the gas pressure from 120 psi to 80 psi. The system was later modified to reduce
the manifold pressure to 80 psi, after which the valve served no useful purpose.
[tis sometimes argued that items like these do no harm and it costs money
toremove them, so the simplest solution may be to leave them alone until
the whole plant is decommissioned. Unfortunately, this is seldom true in
practice. Although these itemshave no positive function, they can still fail
andsoreduce overall systemreliability. To avoid this, they need mainten-
ance, which means that they still consume resources.

[t is not unusual to find that between 5% and 20% of the components
of complex systems are superfluous.in the sense described above. If they
are eliminated, it stands to reason that the same percentage of mainten-
ance problems and costs will also be eliminated. However, before thiscan
be done with confidence, the functions of these components first need to
be identified and clearly understood.

A Note on Reliability

Thereis often a temptation to write ‘reliability’ function statements such
as “tooperate 7 days a week, 24 hours per day’. In fact, reliability is not
afunctioninits ownright. Itis aperformance expectation which pervades
all the other functions. It is properly dealt with by dealing appropriately
with each of the failure modes which could cause each loss of function.
This issue is discussed further in Chapter 13.
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Using the ESCAPES Categories
There will often be doubt about which of the ESCAPES categories some
functions belong to. For instance, should the function of a seat reclining
mechanism be classified under the heading of ‘control’ or ‘comfort’?
In practice the precise classification does not matter. What does matter
is that we identify and define all the functions which are likely to be ex-
pected by the user. The listof categories merely serves as an aide memoire
to help ensure that none of these expectations are overlooked.

2.5 How Functions should be Listed

A properly written functional specification — especially one whichis fully
quantified - precisely defines the objectives of the enterprise. This en-
sures thateveryone involved knows exactly whatis wanted, which in turn
ensures that maintenance activities remain focused on the real needs of
the users (or ‘customers’). It also makes it easier to absorb changes trig-
gered by changing expectations without derailing the whole enterprise.

Functions are listed on
RCM Information Work-

RCM II [SYSTEM
sheets in the left hand col- INFORMATION
umn. Primary functions are WORKSHEET SUB-SYSTEM
listed first and the functions (© 1996 ALADON LTD _
are numbered numerically, I_m o RoNerioNs 0 [

To channel all the hot turbine exhaust gas
without restriction to a fixed point 10 metres
above the roof of the turbine hall

as shown in Figure 2.9. 1
(These functions apply to
the exhaust system of a 5
megawatt gas turbine.)

A complete Information
Worksheet is shown at the
end of Chapter 4.

2 | To reduce exhaust noise levels to ISO
Noise Rating 30 at 150 metres

3 [Toensure that the surfacetemperature of
the ducting inside the turbine hall does not
exceed 60°C

4 {To transmit a warning signal to the turbine
control system if the exhaust gas tempera-
ture exceeds 475°C and a shutdown signal
if it exceeds 500°C at a-point 4 metres from
the turbine

To allow free movement of the ducting in

Figure 2.9: 5
response to temperature changes

Describing functions
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3 Functional Failures

Chapter 1 explained that the RCM process entails asking seven questions
about selected assets, as follows:

e what are the functions and associated performance standards of the
asset in its present operating context?

* in what ways does it fail to fulfil its functions?

e what causes each functional failure?

- what happens when each failure occurs?

¢ in what way does each failure matter?
e what can be done to predict or prevent each failure?
e what should be done if a suitable proactive task cannot be found?

Chapter 2 dealt at length with the first question. After a brief introduction
to the general concept of failure, this chapter considers the second question,
which deals with functional failures.

3.1 Failure

In the previous chapter, we saw that people or organisations acquire assets
because they want the assets to do something. Not only that, but they also
expect their assets to fulfil the intended functions to an acceptable stan-
dard of performance.

Chapter 2 went on to explain that for any asset both to do what its users
want and to allow for deterioration, the initial capability of the asset must
exceed the desired standard of performance. Thereafter, as long as the
capability of the asset continues to exceed the desired standard of per-
formance, the user will be satisfied.

On the other hand, if for any reason the asset is unable to do what the
user wants, the user will consider it to have failed.
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This leads to a basic definition of failure:

‘Failure’ is defined as the inability of any
asset to do what its users want it to do.

This is illustrated in Figure 3.1.

What the user
i d Forinstance, if the pump shownin Figure
2.1 on Page 22 is unable to pump 800
, litres per minute, it will notbe able to keep
0 the tank full and so its users will regard it
) as ‘failed’.
zZl
<]
=i
o
el
cl Figure 3.1:
w
a

The general failed state

3.2 Functional Failures

The above definition treats the concept of failure as if it applies to an asset
as a whole. In practice, this definition is vague because it does not distin-
guish clearly between the failed state (functional failure) and the events
which cause the failed state (failure modes). It is also simplistic, because
it does not take into account the fact that each asset has more than one
function, and each function often has more than one desired standard of
performance. The implications are exploredin the following paragraphs.

Functions and Failures

We have seen that an asset is failed if it doesn't do what its users want it
to do. We have also seen that what anything must do is defined as a func-
tion and that every asset has more than one and often several different
functions. Since it is possible for each one of these functions to fail, it
follows that any asset can suffer from a variety of different failed states.
For instance, the pump in Figure 2.1 has at least two functions. One is to pump
water at not less than 800 litres/minute, and the other is to contain the water. itis
perfectly feasible for such a pump to be capable of pumping the required amount
(not failed in terms of its primary function) while leaking excessively (failed in
terms of the secondary function).
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Conversely, itisequallypossible for the pump todeteriorate to the pointwhere

itcannot pump the requiredamount (failedin terms of its primary function), while
it still contains the liquid (not failed in terms of the secondary function).
This shows why it is more accurate to define failure in terms of the loss
of specific functions rather than the failure of an asset as a whole. It also
shows why the RCM process uses the term ‘functional failure’ to describe
failed states, rather than ‘failure’ on its own. However, to complete the
definition of failure, we also need to look more closely at the question of
performance standards.

Performance Standards and Failure

As discussed in the first part of this chapter, the boundary between satis-
factory performance and failure is specified by a performance standard.
Given that performance standards apply to individual functions, ‘failure’
can be defined precisely by defining a functional failure as follows:

A functional failure is defined as the inability
of any asset to fulfil a function to a standard of
performance which is acceptable to the user

The following paragraphs discuss
different aspects of functional fail- D
ure under the following headings: T
* partial and total failure L
* upper and lower limits
» gauges and indicators
* the operating context.

Partial and total failures

The above definition of functional
failure covers complete loss of func-
tion. It also covers situations where
the assetstill functions, but performs
outside acceptable limits.

PERFORMANCE

Figure 3.2:
Functional failure

Forexample, the primary function of the pump discussed earlieris ‘to pump water
fromtank X to Tank Y at notless than 800 litres/minute’. This function could suffer
from two functional failures, as follows:

¢ fails to pump any water at all

* pumps water at less than 800 litres per minute.
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Partial failure is nearly always caused by different failure modes from total
failure,and the consequences are different. This is why al//the functional fail-
ures which could affect each function should be recorded.

Record all the functional failures associated with each function.

Note that partial failure should not
be confused with the situation where

the asset deteriorates slightly but its I
capability remains above the level of
performance required by the user.

INITIAL CAPABILITY
(What it can do)

Actual deterioration

rgin for deterioration

T

For example, the initial capability of the
pumpinFigure 2.1is 1 000 litres per min-
ute. Impeller wear is inevitable, so this
capability will decline. As long as itdoes
not decline to the point where the pump
is unable to pump 800 litres per minute,
it will still be able to fill the tank and so
keep the users satisfied in the context
described.

PERFORMANCE ——>

However if the capability of the as-
set deteriorates so much that it falls
below the desired performance, its
users will consider it to have failed.

Figure 3.3:
Asset still OK despite
some deterioration

Upper and lower limits

The previous chapter explained that the performance standards associated
with some functions incorporate upper and lower limits. Such limits mean
that the asset has failed if it produces products which are over the upper
limit orbelow the lowerlimit. Inthese cases, the breach of the upperlimit
usually needs to be identified separately from the breach of the lower
limit. This is because the failure modes and/or the consequences associa-
ted with going over the upper limit are usually different from those asso-
ciated with going below the lower limit.

Forexample, the primary function of a sweet-packing machine was listedin Chap-
ter2 asbeing ‘To pack 2501 gm of sweetsinto bags ata minimum rate of 75 bags
per minute’. This machine has failed:

« if it stops altogether

« if it packs more than 251 gm of sweets into any bags

« if it packs less than 249 gm into any bags

« if it packs at a rate of less than 75 bags per minute.
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The function of a crankshaft grinding machine was listed as ‘To finish grind main
bearingjournalsina cycle time of 3.00 +:0.03 minutes to a diameter of 75+0.1 mm
with a surface finish of Ra 0.2

e Completely unable to grind workpiece

* Grinds workpiece in a cycle time longer than 3.03 minutes

« Grinds workpiece in a cycle time less than 2.97 minutes

* Diameter exceeds 75.1 mm

* Diameter is below 74.9 mm

e Surface finish too rough.

Ofcourse,ifonly onelimitappliestoaparticularparameter, thenonly one
failed state is possible. For instance, the absence of a lower limit on the
roughness specification in the above example suggests that it is not pos-
sible to make the item too smooth. In some circumstances, this may not
actually be true, so care needs to be taken to verify this point when analys-
ing functions of this type.

In practice, the failed states associated with upper and lower limits can
manifest themselves in two ways. Firstly, the spread of capability could
breach the specification limits in one direction only. This isillustrated in
Figure 3.4, which shows that this type of failed state can be likened to a
number of shots hitting a target in a tight group but way off center.

Mean desired
perforemance

Figure 3.4:
Capability breaches upper limit only

The second failed state occurs when the spread of capability is so broad
that it breaches both the upper and the lower specification limits. Figure
3.5 shows that this can be likened to shots scattered all over the target.

Note that in both of the above cases, not all of the products produced
by the processes in question will be failed. If the breach is minor, only a
small percentage of out-of-spec products will be produced. However, the
further off centre the grouping in the first case, or the broader the spread in
the second case, the higher will be the percentage of failures.
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Mean desired
perforemance

‘Figure 3.5:
"Capability breaches upper and lower limits

Figure 2.6 illustrated a process which is in control and in specification.
Figures 3.4 and 3.5 show that processes which are out of control and out
of spec arein afailedstate. The failure modes which can cause these failed
states are discussed in the next chapter. (Chapter 7 deals with theimplica-
tions of a process which is out-of-control but within specification.)

Gauges and indicators

The above discussion has tended to focus onproductquality. Chapter2 men-
tioned that upper and lower limits also apply to the performance standards
associated with gauges, indicators, protection and control systems. De-
pending on failure modes and consequences, it may also be necessary to
treat the breach oftheselimits separately whenlisting functional failures.
Forinstance, the function of atemperature gauge could be listed as ‘to display the
temperature of process X to within (say) 2% of the actual process temperature’.
This gauge can suffer from three functional failures, as follows:

* fails altogether to display process temperature

* displays a temperature more than 2% higher than the actual temperature
¢ displays a temperature more than 2% lower than the actual temperature.

Functional failures and the operating context

The exact definition of failure for any asset depends very much on its
operating context. This means that in the same way that we should not
generalise about the functions of identical assets, so we should take care
not to generalise about functional failures.

For example, we saw how the pump shown in Figure 2.1 fails if it is completely
unable to pump water, and if itis able to pump less than 800 litres/minute. If the

same pump is used to fill a tank from which water is drawn at 900 litres/minute,
the second failed state occurs if the throughput drops below 900 litres/minute.
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Who should set the standard?

An issue which needs careful consideration when defining functional
failures is the ‘user’. To this day, most maintenance programs in use around
the world are compiled by maintenance people working on their own. These
people usually decide for themselves what is meant by ‘failed’.

In practice, their view of failure often turns out to be quite different
from that of the users, with sometimes disastrous consequences for the
effectiveness of their programs.

Forexample, one function of ahydraulicsystemisto contain oil. How wellit should
fulfil this function can be subject to widely differing points of view. There are pro-
duction managers who believe that a hydraulic leak only amounts to a functional
failure if it is so bad that the equipment stops working altogether. On the other
hand, a maintenance manager might suggestthat a functional failure has occurred
if the leak causes excessive consumption of hydraulic oil over a long period of
time. Then again, a safety officer might say that a functional failure has occurred
if the leak creates a pool of oil on the floor in which people could slip and fall or
which might create a fire hazard. This is illustrated in Figure 3.6.

Figure 3.6: POOL OF OIL
Different views starts
about failure Leak
deteriorates

P4

]

B

2

9]

(8]

TIME

The maintenance manager (who controls the hydraulic oil budget) may ask the
operators foraccess to the hydraulic systemto repair leaks ‘because oil consump-
tionis excessive’. However access may be denied because the operators think
the machine ‘is stillworking OK’. When this happens, the maintenance people (1)
record that the machine ‘was not released for preventive maintenance’, and (2)
formthe opinion that their production colleagues ‘don’t believe in PM’. For similar
reasons, the maintenance manager might not release a maintenance person to
repair a small leak when requested to do so by the safety officer.

Infact, allthreepartiesalmostcertainlydobelievein prevention. The real problem
is that they have not taken the trouble to agree exactly what is meant by ‘failed’ so
they do not share a common understanding of what they are seeking to prevent.

This example illustrates three key points:
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* the performance standard used to define functional failure - in other
words, the point where we say ‘so far and no further’ — defines the level
of proactive maintenance needed to avoid that failure (in other words,
to sustain the required level of performance)

» much time and energy can be saved if these performance standards are
clearly established before the failures occur

* the performance standards used to define failure must be set by opera-
tions and maintenance people working together with anyone else who
has something legitimate to say about how the asset should behave.

How Functional Failures should be Listed

Functional failures are listed in the second column of the RCM Informa-
tion Worksheet. They are coded alphabetically, as shown in Figure 3.7.

RCM 11 [SYSTEM ‘
INFORMATION 5 MW Turbine
WORKSHEET SUB-SYSTEM

(© 1996 ALADON LTD Exhaust System

1 | Tochannel all the hot turbine exhaust gas
without restriction to a fixed point 10 metres
above the roof of the turbine hall

2 | Toreduce exhaust noise levels to ISO
Noise Rating 30 at 150 metres

3 | Toensure that duct surface temperature in-
side turbine hall does not rise above 60°C

4 | Totransmita waming signal to the control
systemif exhaust gas temperature exceeds
475°C and a shutdown signal if it exceeds
500°C at a point 4 metres from the turbine

5 | To allow free movement of ducting in res-
ponse to temperature changes

. FUNCTIONALFAILURE @
Unable to channel gas at all

Gas flow restricted

Fails to contain the gas

Fails to convey gas to a point 10 m
above the roof

Noise level exceeds ISO Noise Rating
30 at 150 metres

Duct surface temperature exceeds 60°C

Incapable of sending a warning signal
if exhaust temperature exceeds 475°C

Incapable of sending a shutdown signal
if exhaust temperature exceeds 500°C

Does not allow free movement of
ducting

Figure 3.7: Describing functional failures
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4 Failure Modes and Effects
Analysis (FMEA)

We haveseenthat by defining the functions and desired standards of per-
formanceofany asset, we aredefining the objectives of maintenance with
respect to that asset. We have also seen that defining functional failures
enables us to spell outexactly what we mean by ‘failed’. These twoissues
were addressed by the first two questions of the RCM process.

The next two questions seek to identify the failure modes which are
reasonably likely to cause each functional failure, and toascertain the fail-
ure effects associated with each failuremode. This is done by perferming a
Sailure modes and effects analysis (FMEA) for each functional failure.

This chapter describes the main elements of an FMEA, starting with a
definition of the term ‘failure mode’.

4.1 What is a Failure Mode?

A failure mode could be defined as any event which is likely to cause an
asset (or system or process) to fail. However, Chapter 3 explained that it
is both vague and simplistic to apply the term ‘failure’ to an asset as a
whole. Itis much more precise to distinguish between a ‘functional fail-
ure’ (a failed state) and a ‘failure mode’ (an event which could cause a
failed state). This distinction leads to the following more precise defini-
tion of a failure mode:

A failure mode is any event
which causes a functional failure

The best way to show the connection and the distinction between failed
states and the events which could cause them, is to list functional failures
first, then to record the failure modes which could cause each functional
failure, as shown in Figure 4.1 overleaf.



54 Reliability-centred Maintenance
RCMII SYSTEM P )
INFORMATION C oo[mg Water ?umpuy] S_ysten
WORKSHEET SUB-SYSTEM
©) 1996 ALADON LTD
FUNCTION FUNCTIONAL FAILURE FAILURE MODE
{Loss of Function) (Cause of Failure)
1 | To transfer water from tank X [ A | Unable to transfer any Bearing seizes
to tank Y at not less than 800 water at all Impeller comes adrift

litres/minute Impeller jammed by foreign object
Coupling hub shears due to fatigue
Motor burms out

Inlet valve jams closed

... etc

DI W -

Impeller worn
Partially blocked suction line
... etc

B | Transfers less than 800 | 1
litres per minute 2

Figure 4.1: Failure modes of a pump

Figure 4.1 also indicates that at the very least, a description of a failure
mode should consistof a noun and a verb. The description should contain
enough detail for it to be possible to select an appropriate failure manage-
ment strategy, but not so much detail that excessive amounts of time are
wasted on the analysis process itself.

In particular, the verbs used to describe failure modes should be chosen
with care, because they strongly influence the subsequent failure man-
agement policy selection process. For instance, verbs such as ‘fails’ or
‘breaks’ or ‘malfunctions’ should be used sparingly, because they give
littleor noindication as to whatmightbe an appropriate way of managing
the failure. The use of more specific verbs makes it possible to select from
the full range of failure management options.

Forexample, a termlike ‘coupling fails’ provides no clue as to what might be done
toanticipate or prevent the failure. However, if we say ‘coupling bolts come loose’
or ‘coupling hub fails due to fatigue’, then it becomes much easier to identify a
possible proactive task.

In the case of valves orswitches, one should also indicate whether the loss
of function is caused by the item failing in the open or closed position —
‘valve jamsclosed’ says more than ‘valve fails’. In the interests of complete
clarity, it may sometimes be necessary to take this one step further.
Forinstance, ‘valve jams closed due to rust on lead screw’ is clearer than ‘valve
jamsclosed’. Similarly, one might need to distinguish between ‘bearing seizes due
tonormalwear and tear’ and ‘bearing seizes due to lack of lubrication’.

These issues are discussed at length later in this chapter, but first we look
at why we need to analyse failure modes at all.
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Failure Modes and Effects Analysis (FMEA)

i
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4.2 Why Analyse Failure Modes?

A single machine can fail for dozens of reasons. A group of machines or
system such as a production line can fail for hundreds of reasons. For an
entireplant,thenumbercanrise into the thousands oreven tens of thousands.

Most managers shudder at the thought of the time and effort likely to
be involved in identifying all these failure modes. Many decide that this
type of analysis is just too much work, and abandon the wholeideaentirely.
In doing so, these managers overlook the fact that on a day-to-day basis,
maintenance is really managed at the fuilure mode level. For instance:

» work orders or job requests are raised to cover specific failure modes

* day-to-daymaintenanceplanningis all about making plans to deal with
specific failure modes

in most industrial undertakings, maintenance and operations people hold
meetings every day. The meetings usually consist almost entirely of
discussions about what has failed, whatcaused it (and who is to blame),
what is being done to repair it and — sometimes — what can be done to
stop it happening again. In short, the entire meeting is spent discussing
failure modes

to a large extent, technical history recording systems record individual
failure modes (or at least, what was done to rectify them).

Sadly, in too many cases, these failure modes are discussed, recorded or
otherwise dealt with after they have occurred. Dealing with failures after
they have happened is of course the essence of reactive maintenance.

Proactive management on the other hand, means dealing with events
before they occur — or at least, deciding how they should be dealt with if
they were to occur. Inorder to do this, we need to know beforehand what
events are likely to occur. The ‘events’ in this context are failure modes.
Soif we wish to apply truly proactive maintenance to any physical asset,
we must try to identify all the failure modes which are reasonably likely
to affect that asset. Ideally, they should be identified before they occur at
all, or if this is not possible, before they occur again.

Once each failure mode has been identified, it then becomes possible
to consider what happens when it occurs, to assess its consequences and
to decide what (if anything) should be done to anticipate, prevent, detect
or correct it — or perhaps even to design it out.
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So the maintenince lask selectien process — and much of the subse-
quent management ol these tasks —1s carmed eut at the failure modc level.
This 1s brietly 1illustrated in the following example. and then discussed at
tenglh in the remaining chapters of ths book:

Consider again the RCM Information Worksheet shown in Figure 4.1. This applies
tothe primaiy function of the pump first shownin Figure 2.1. Figure 4.2 shows lhal
the pump is a direct-coupled singte-stage back-pull-out end-suction volute pump
sealed by a mechanical seal. lh this example, we look more closely at the three
failure modes which are thought o be likely to aftect Ihe impeller only. These are
discussed in some detail betow and summarized in Figure 4.2;

Impeller
worn out

< USEFULLIFE —»| (

Manage this faiture Dy: changing
impellers befare end of "useful life"?

impeller _

jammed

Manage this failure by:
installing screen in suction line?

Impeller L_:

adrift

Manage this faifure by: training
people to fit impellers correctly?

Figure 4.2: Failures of the impeffer of a centrifugal pump

+ Impefler wearis likely to be an age-related phenomenon. As shown in Figure
4.1, thismeans that it is likely to conform to the second ofthe six failure patterns
introduced n Figure 1.5 en Page 12 (Failure Pattern B). So if we know roughly
what the useful life of the impeller is, and if the consequences of the failure are
serious enough, then we may decide to prevent this fafure by changing the
impeller just before lhe end ol the useful life.

« Impelier jammed by foeign object: Thelikelihood of a foreign object appearing
inthe suclion linewill almost certainly have nothing to do with how long the im-
peller has been in service. As a result, it stands to reason that this lailure mode
wil occur on a random basis {Pattern E in Figure 1.5}. There wouid also be no
warning of the fact that the failure is about to occur. So ifthe consequences
were serious enough, and the faiiure happened often enough, we would be
likely to consider modifying the system, perhaps by installing some sort of filter
or screen in the suction line.
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« Impeller adrift: 1fthe impeller fastening mechanismis adequately designed and
it still keeps coming adrift, this would almost certainly be because it wasn't put
on properly in the first place. (If we knew thatthis was so, then perhaps the
failure mode should actually be described as ‘Impeller fitted incorrectly’.) This
in turn means that the failure mode is most likely to occur soon after start up,
as shown in Figure 4.2 (Pattern F in Figure 1.5), and we would probably deal
with it by improving the relevant training or procedures.

This example reinforces the point that the level at which we manage the
maintenance of any asset is not at the level of the asset as a whole (in this
case, the pump), and not even at the level of any component (in this case,
the impeller), but at the level of each failure mode. So before we can de-
velop a systematic, proactive maintenance management strategy for any
asset, we must identify what these failure modes are (or could be).

The example also suggeststhat one of the failure modes could be elim-
inated by a design change and another by improving training or proce-
dures. So not every failure mode is dealt with by scheduled maintenance.
Chapters 5 to 9 describe an orderly approach to deciding what is likely to
be the most suitable way of dealing with each failure.

Note also thatthe failure managementsolutions proposedinFigure 4.2
represent only one of several possibilities in each case.

For instance we could monitor impeller wear by monitoring the pump perform-
ance and only change the impeller when it needs it. We also need to bear in mind
thatadding a screento the suction line adds three more failure possibilities, which
needtobe analysed in turn (itcould block up, itcouldbe holed and therefore cease
to screen, and it could disintegrate and damage the impeller.)

Chapters 6 to 9 examine these alternatives in more detail.

These points all indicate that the identification of failure modes is one
of the most important steps in the development of any program intended
to ensure that any asset continues to fulfil its intended functions. In prac-
tice, depending on the complexity of the item, its operating context and the
level at which itis being analysed, between one and thirty failure modes
are usually listed per functional failure.

The nexttwo sections of this chapter consider two of the key issues in
this area under the following headings:

* categories of failure modes

* level of detail.

Thereafter, the last three parts of the chapter consider failure effects,
sources of information for an FMEA, and how failure modes and effects
should be listed.
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4.3 Categories of Failure Modes

Some people regard maintenance as being all about — and only about —
dealing with deterioration. Some even go so far as to specify that FMEA's
carried outon their assets should deal only with failure modes caused by
deterioration, and should ignore other categories of failure modes (such
as human errors and design flaws). This is unfortunate, because it often
transpires thatdeteriorationcauses asurprisingly small proportion of fail-
ures. In these cases, restricting the analysis to deterioration only can lead
to a woefully incomplete maintenance strategy.

Onthe other hand, if one accepts that maintenance means ensuring that
physical assets continue to do whatever their users want them to do, then
a comprehensive maintenance program must address a/l the events that
are reasonably likely to threaten that functionality. Failure modes can be
classified into one of three groups, as follows:

» when capability falls below desired performance

+ when desired performance rises above initial capability

» when the asset is not capable of doing what is wanted from the outset.
Each of these categories is discussed in the following paragraphs.

Falling Capability

INITIAL CAPABILITY

The first category of failure modes >
__{What it can do)

covers situations where capability is

above desired performance to begin

with, but then drops below desired

performance after the assetis putinto

service, as illustrated in Figure 4.3.
The five principal causes ofreduced

capability are listed below:

* deterioration

¢ lubrication failures

o dirt

* disassembly

* ‘capability reducing’ human errors.

PERFORMANCE ————>

Figure 4.3:
Failure Mode Category 1

Deterioration
Any physical asset that fulfils a function which brings it into contact with
the real world is subject to a variety of stresses. These stresses cause the
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asset to deteriorate by lowering its capability, or more accurately, its re-
sistance to stress. Eventually resistance drops so much that the asset can
no longer deliver the desired performance — in other words, it fails.
Deterioration covers all forms of ‘wear and tear’ (fatigue, corrosion,
abrasion, erosion, evaporation, degradation of insulation, etc). These failure
modes should of course be included in a list of failure modes wherever
they are thought to be reasonably likely. The level of detail with which
they need to be recorded is discussed in the next part of this chapter.

Lubrication failure
Lubricationis associated with two types of failure modes. The first con-
cerns lack of lubricant, and the second the failure of the lubricant itself.
With regard to lack of lubrication, things have changed considerably
in the last two decades. Twenty years ago, the majority of lubrication points
were replenished manually. The cost of lubricating each of these points
was tiny compared to the cost of not doing so. It was also tiny compared
to the cost of analysing the lubrication requirements of each point in detail.
This meant that it was just not worth carrying out anin-depth analytical exer-
cisetosetup alubrication program. Instead, these programs were usually
set up on the basis of a quick survey by a lubrication specialist.
Nowadays however, ‘sealed-for-life’ components and centralised lubri-
cation systems have become the norm in most industries. This has led to
a massive reduction in the number of points where a human has to apply
oil or grease to a machine, and a massive increase in the consequences of
failure (especially the failure of centralised lubrication systems). From
the analytical viewpoint, this means that it is now cost-effective to:

» use RCM to analyse centralised lubrication systems in their own right

* consider the loss of lubricant in the few remaining manually lubricated
points as individual failure modes.

The second category of failures associated with lubrication concerns
deterioration of the lubricant itself. It is caused by phenomena such as
shearing of the oil molecules, oxidation of the base oiland additive deple-
tion. Insome cases, deterioration of the oil may be aggravated by the build-
up of sludge or the presence of water or other contaminants. A lubricant
may also fail to do its job simply because the wrong lubricant has been
used. If any or all of these failures modes are considered to be likely in the
context under consideration, then they should be recorded and subjected to
further analysis. (This also applies to transformer oil and hydraulic oil.)
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Dirt

Dirt or dust is a very common cause of failure. [t interferes directly with
machines by causing them to block, stick or jam. It is also a principal
cause of the failure of functions which deal with the appearance of assets
(things which shouldlook clean look dirty). Dirt can also cause product
quality problems, either by getting into the clamping mechanisms of ma-
chinetools and causing misalignment, or by getting directly into products
such as food, pharmaceuticals or the oilways of engines. As a result,
failures caused by dirt should be listed in the FMEA whenever they are
likely to interfere with a significant function of the asset.

Disassembly
If components fall off machines, assemblies fall apart or whole machines
come adrift, the consequences are usually very serious, so the relevant
failure modes should be listed. These are usually the failure of welds, sol-
dered joints orrivets due to fatigue or corrosion, or the failure of threaded
components such as bolts, electrical connections or pipefittings which
can also fail due to fatigue or corrosion, or which simply come undone.
Also take care to record the functions and associated failure modes of
locking mechanisms such as split pins and lock nuts when considering the
integrity of assemblies.

Human errors which reduce capability

The final subset of the ‘falling capability’ category of failure modes are
those caused by human error. As the name implies, these refer to errors
which reduce the capability of the process to the extent that it is unable
to function as required by the user.

Examples include manually operated valves left shut causing a process to be

unable to start, parts incorrectly fitted by maintenance craftsmen or sensors set
in such a way that a machine trips out when nothing is wrong.

If failure modes of this type are known to occur, they should be recorded
in the FMEA so that appropriate failure management decisions can be
madelater in the process. However, when listing failure modes caused by
people, take care simply to record what went wrong and not who caused
it. If too much emphasis is placed on ‘who’ at this stage, the analysis could
become unnecessarily adversarial, and people begin to lose sight of the
fact that it is an exercise in avoiding or solving problems, not attaching
blame. For instance, it is enough to say ‘control valve set too high’, not
‘control valve incorrectly set by instrument technician’.
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Increase in Desired Performance (or Increase in Applied Stress)

The second category of failure modes occurs when desired performance
is within the envelope of the capability of the asset when itis first putinto
service, but then the desired performance increases until it falls outside
the capability envelope. This causes the asset to fail in one of two ways:

» the desired performance rises until the asset can no longerdeliverit, or

* theincrease in stress causes deterioration to accelerate to the extent that
the asset becomes so unreliable that it is effectively useless.

An example of the first case occurs if the users of the pump shownin Figure 2.1

were toincrease the offtake from the tankto 1 050 litres per minute. Under these

circumstances, the pump is unable to keep the tank full. (Note that in this case,

the users are not forcing the pump to work any faster — they have simply opened

a valve a bit wider somewhere else in the system.)

The second case occurs for instance if the owner of a motor car whose engine
is ‘red-lined’ at 6 000 rpm persists in revving the motor to 7 000 rpm. This causes
the engine to deteriorate more quickly than if the user keeps the revs within the
prescribed limits, so it fails more often.
Thisphenomenonisillustrated in Fig-
ure 4.4. It occurs for four reasons, the
first three of which embody some kind
of human error:

* sustained, deliberate overloading

* sustained, unintentional overloading
* sudden, unintentional overloading
* incorrect process material.

v

DESIRED PERFORMANCE

Sustained, deliberate overloading
Inmany industries, users quickly give
in to the temptation simply to speed
upequipmentinresponse toincreased
demand for existing products. In other
cases, people use assets acquired for
one product to process a product with ditferent characteristics (such as
larger, heavierunit sizes orhigher quality standards). People do this in the
belief that they will get more out of their facilities without any increase
in capital investment. This may even be true in the short term. However,
this solution carries long-term penalties in terms of reduced reliability
and/oravailability, especially when the increased stresses begin to approach
or exceed the ability of the asset to withstand them.

PERFORMANCE ——>

Figure 4.4:
Failure Mode Category 2



62 Reliability-centred Maintenance

(This phenomenon causes some of the most ferocious disputes between
maintenance and operations people. When it occurs, operations people tend
to claim that ‘there must be something wrong with our maintenance’, while
maintenance accuses operations of ‘flogging the machine to death’. These
disputes occur because operations people usually focus on what they want
out of each asset, while maintenance people tend to think in terms of what
it can do. Neither of them are ‘wrong’ — they are simply considering the
problem from two different points of view.)

In these cases, implementing ‘better’ maintenance procedures will do
little or nothing to solve the problem. In fact, maintaining a machine which
cannotdeliver the desired performance has been likened to rearranging the
deck chairs on the Titanic. In such cases we need to look beyond mainte-
nance for solutions. The two options are to modify the asset to improve its
inherent capability, or to lower our expectations and operate the machine
within its existing capabilities.

Sustained, unintentional overloading

Many industries respond to increased demand by undertaking formal
‘debottlenecking’ programs. These programs entail increasing the capa-
bility of a production facility — such as a production line ~ to accommo-
date a new level of desired performance. However, much to the chagrin
of their sponsors, these programs often seem to end up causing more prob-
lems than they solve. This usually happens because a few small subsys-
tems or components get left out of the overall upgrade program, with
sometimes devastating results. How this occurs is illustrated in Figure 4.5.

Demand for the products produced by the facility illustrated in the example has
increased tothe extentthatitsuserswishto increase output from 400 to 500 tons
per week. The dotted lines represent the capability of each operation. They show
that most of the operations are already capable of meeting the new requirement.
However, operations 3, 8 and 10 are capable of less than 500 tons, so they are the
‘bottlenecks’. Toachieve the new target, the users ‘debottleneck’ these operations
by installing new machines or components which are capable of producing well
over 500 tons per week. They also upgrade the power supplies to match.
However, in this example the need to upgrade the instrument air supply was
overlooked, so the plantbegins to sufferintermittent instrument problems when
demand forinstrumentairis at amaximum. (Note alsothatalthough theunchanged
operations were already capable of more than 500 tons, theirmargin for deteriora-
tion is reduced by the upgrade program, so they also begin to fail more often.)

Clearly, if aplantis suffering from failure modes of this type, they should
be recorded in the FMEA so that they can be dealt with appropriately.
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A production line with 12 operations and supplied with four services

600 . Capability
w1 increased
New 500 to above
« new desied
Now 400 performance
g 300
s
200
3E
-gg 100
ol

Figure 4.5: The Destabilising Impact of ‘Debottlenecking’

(Someindustrial organisations have foundthatdespite the best efforts of
their engineers, debottlenecking usually causes so much instability that
itis forbidden in all but the most tightly controlled and heavily restricted
circumstances. In these cases, growth is handled by allowing for it in the
design of the original plant and/or by building new plants.)

Sudden, unintentional overloading
Many failures are caused by sudden and (usually) unintentional increases
in applied stress, usually caused in turn by one of the following:

* incorrect operation (for instance, if a machine is put into reverse while
moving forward)
* incorrect assembly (for instance, overtorquing a bolt)

» external damage (for instance, if a fork lift truck smashes into a pump
or lightning strikes a poorly protected electrical installation).

These are not actually increases in desired performance, because no-one
wants the operator to put the machine into reverse at the wrong moment
or the fork lift to smash the pump. However, they belong in this category
because applied stress rises above the ability of the asset to withstand it.

If any of these failure modes are thought to be reasonably likely in the
context under consideration, they should be incorporated in the FMEA.

Incorrect process or packaging materials

Manufacturing processes often suffer functional failures caused by pro-
cess materials which are out of specification (in terms of such variables
as consistency, hardness or pH). Similarly, packaging plants often suffer
from inadequate or incompatible packaging materials.
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In both cases, the machines fail or run badly because they cannothandle
the out-of-spec material. This can be seen as an increase in applied stress.

In practice, these ‘failure modes’ are seldom the result of a failure of the
asset under review, but are nearly always the effect of a failure elsewhere
inthesystem. Thismeans thatremedial actionhastobe appliedto aditfer-
ent asset. However, acknowledging these failures in the analysis of the
affected asset helps to ensure that they will receive attention when the
system which is really causing the problem is analysed. As aresult, these
failure modes should be incorporated inthe FMEA wherethey are known
to affect the asset under review, with a comment in the failure effects
column which directs attention to the real source of the problem.

Initial incapability

Chapter 2 explained that for any asset to be maintainable, its desired
performance must fall within the envelope ofits initial capability. [t went
on to mention that the majority of assets are in fact built this way. How-
ever, situations do arise where desired performance is outside the envelope
of the initial capability right from the outset, as shown in Figure 4.6.

This incapability problem seldom
affects entire assets. It usually affects
just one or two functions of one or two
components, but these weak links upset
the operation of the whole chain. The
first step towards rectifying design
problems of this nature is to list them
as failure modes in an FMEA.

Figure 4.6: Failure Mode Category 3

PERFORMANCE —>

4.4 How Much Detail?

Earlier in this chapter, it was mentioned that failure modes should be de-
scribed in enough detail for it to be possibleto selectanappropriate failure
management strategy, but not in so much detail that excessive amounts
of time are wasted on the analysis process itself.

Failure modes should be defined in enough detail for it to
be possible to select a suitable failure management policy

wwwempediaeir
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In practice, it can be surprisingly difficult to find an appropriate level of
detail. However, it is important to do so, because the level ot detail pro-
foundly affects the validity of the FMEA and the amount of time needed
to do it. Too little detail and/or too few failure modes lead to superficial
and sometimes dangerous analyses. Too many failure modes and/or too
much detail causes the entire RCM process to take much longer than it
needs to. Inextreme cases, excessive detail can cause the process to take
two or even three times longer than necessary (a phenomenon known as
analysis paralysis).

This means that it is essential to try to strike the right balance. Some
of thekeyfactorswhichneedtobetakenintoaccountare discussedin the
following paragraphs.

Causation

The causes of any functional failure can be defined to almost any level of
detail, and different levels are appropriate in different situations. At one
extreme, it is sometimes enough to summarise the causes of a functional
failure in one statement, such as ‘machine fails’. At the other, we may need
to consider what goes wrong at the molecular level and/or explore the
remoter corners of the psyche of the operators and maintainers in a bid to
define so-called root causes of failure.

The extent to which failure modes can be described at different levels
of detail is illustrated in Figure 4.7 on the next three pages.

Figure 4.7 is based on the pump set shown in Figure 4.2, some of whose failure
modes were listed in Figure 4.1. Figure 4.7 lists ways in which the pump set might
suffer from the functional failure ‘unable to transfer any water at all’. These failure
modes are considered at seven different levels of detail.

Thetop level (Level 1) is failure of the pump set as a whole. Level 2 recognises
thefailure of the five majorcomponents of the pump set - the pump, the drive shaft,
the motor, the switchgear and inlet/outlet. Thereafter failures are considered in
progressively more detail. When considering this example, please note that
* levels have been defined and failure modes allocated to each level for the
purpose of this example only. They are not any kind of universal classification.
Figure 4.7 does not show all failure possibilities at each level so don't use this
example as a definitive model
itispossible to analyse some of the failure modes at even lower levels thanlevel
7, but it would very seldom be necessary to do so in practice
« the failure modes listed only apply to the functional failure ‘unable to transfer

water at all'. Figure 4.7 does not show failure modes which would cause other

functional failures, such as loss of containment or loss of protection.
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Tmpeller fails

LEVELS
Impeller comes adrift

. LEVELS

LEVELS ]

LEVEL7

%%onr‘:ting nit Undone

Nut not fightened correctly

Assembly error

Mounting nut worn away

Nut eroded/corroded away

Nut made of wrong material ~_Wrong material specified

Wrong material supplied

Impeller nut cracked

impeller nut overtightened

Assembly error

Nut made of wrong material  Wrong malerfal specified
_ Wrong material supplied
impeller key sheared Wrong key steel specified Design error
“Wrong key steel supplied Procurement error
Storekeeping error
Requisitioning error
Obiject smashes impeller  Part in system after maintenance  Assembly error See Appendix 2
Foreign object enters system Suction strainer not installed  Assembly error
Strainer holed by corrosion
Casing ruptured  Casing bolts come Icose Casing bolts underfightered Assembly error See Appendix 2
Bolt loosened by vibration
Casing bolts corroded away
Bolts fail due to fatigue
Casing joint fails Joint incorrectly fitted Assembly error See Appendix 2
Joint fails due to fretiing
Casing smashed Casing smashed by vehicle Operating error See Appendix 2

Pump seal fails_Normal wear and tear

Pump in vulnerable position

Design error

Smashed by object from sky

Casing hit by meteorite

Casing hit by part of aircraft

Seal abraded

Pump set fails Motor fails

[/BIBP JO SjOA8] JLBIaMIP 1B Sepow ainjie4

(panunuo)) (¢ aanSiy

Bearings seize

Pump runs dry See "water supply fails" below
Seal misaligned Assembly error See Appendix 2
= Seal faces dirty Assembly error See Appendix 2
Qé Wrong seal fitted Wrong seal supplied Procurement error See Appendix 2
< Storekeeping error See Appendix 2
fLN Wrong seal specified Design error See Appendix 2
N Damaged seal installed ~Pump seal dropped in stores Storekeeping error See Appendix 2
Pump seal damaged in transit Procurement error See Appendix 2
LEVELY | LEVEL?2 LEVEL4 | LEVEL B ] LEVEL 6 | LEVEL 7

Normal wear and tear Subsurface fatigue on outer race

Balls worn away

Axial thrust foo great Motor undersized

Lubrication failure Bearing seals fail

Seals damaged on installation Assembly error

Seals poorly fitted to bearing

Manufacturing error

Grease fails

Base oil oxidised

_Grease liquified

Additives depleted

Wrong lubricant installed

Manufacturing error

Bearing wrongly installed  Damaged prior to instaliation

_Bearing dropped in store

Storekeeping error

Bearing damaged in transit

Procurement error

“Damaged during installation

Bearing hit with hammer

Assembly error

Bearing misaligned

Assembly error

See Appendix 2

Defective bearing instalied

Detective bearing supplied

Manufacturing error

Bearing corroded in store

Wrong bearing installed

Motor reverses

Wrong bearing specified

Storekeeping error
Design error

Wrong bearing supplied

Procurement error

Motor wired incorrectly  Assembly error

See Appendix 2

Stator winding ~ Mator insulation fails Insulation deteriorates Normal wear and tear
burns out Motor operated at high load Operating error See Appendix 2
Insulation damp Motor casing gasket fails ~Normal deterioration
o Gasket fitled incorrectly |
Moter casing damaged _Motor dropped in store
- Motor hit by foreign object
Motor stored in damp area Storekeeping error
_Casing gasket not fitted Assembly error
_Water sprayed on motor Operating error
»»»»»»» o - Moter casing bolts loose Assembly error
~ Motor overheated Fan grille blocked by dint
Motor fan fails Fan fitted the wrong way round  Assembly error See Appendix 2
Fan not fitted Assembly error See Appendix 2
Not switched on~ Operating error See Appendix 2 -
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Human error

Part 3 of this chapter mentioned a number of general ways in which
human error could cause machines to fail. It went on to suggest that if the
associated failure modes are thought to be reasonably likely, they should
beincorporated in the FMEA. This has been done in Figure 4.7, where all
the failure modes ending with the word ‘error’ are some form of human
error. Appendix 2 provides a brief summary ofkey issuesinvolvedinthe
classification and management of such errors.

Probability

Different failure modes occur at different frequencies. Some may occur
regularly, at average intervals measured in months, weeks or even days.
Others may be extremely improbable, with mean times between occur-
rences measured in millions of years. When preparing an FMEA, deci-
sions must be made continuously as to what failure modes are so unlikely
that they can safely be ignored. This means that we donottry tolistevery
single failure possibility regardless of its likelihood.

When listing failure modes, do not try to list every
single failure possibility regardless of its likelihood

Only failure modes which mightreasonably be expected to occurin the
contextin question should be recorded. A list of ‘reasonably likely’ fail-
ure modes should include the following:

e failures which have occurred before on the same or similar assets.
These are the most obvious candidates for inclusion in an FMEA un-
less the asset has been modified so that the failure cannot occur again.
As discussed later, sources of information about these failuresinclude
people whoknow the asset well (yourown employees, vendors or other
users of the same equipment), technical history records and data banks.
In this context note the comments in Part 6 of this chapter about the
shortcomings of most technical history records, and in Chapter 12 about
the danger of too much reliance on historical data.

failure modes which are already the subject of proactive maintenance

routines, and so which would occur if no proactive maintenance was
being done. One way to ensure that none of these failure modes have
been overlooked is to study existing maintenance schedules and ask
“what failure mode would occur if we did not do this task?”
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However, a review of existing schedules should only be carried out
as a final check after the rest of the RCM analysis has been completed
in order to reduce the possibility of perpetuating the status quo. (Some
users of RCM are tempted to assume that all reasonably likely failure
modes are covered by their existing PM systems, and hence that these
are the only failure modes which need to be considered in the FMEA.
Thisassumptionleads these usersto develop theentire FMEA by working
backwards from their existing maintenance schedules, and then work-
ing forwardsagain through the last three steps of the RCM process. This
approachis usually adopted in the belief that it will speed up or "stream-
line"the process. Infactthis approachis notrecommended becauseamong
other shortcomings, it leads to dangerously incomplete RCM analyses.)

any other failure modes which have not yet occurred but which are con-
sidered to be real possibilities. Identifying and deciding how to deal
with failures which have nothappenedyet is anessential feature of pro-
active management in general and of risk management in particular. It
is also one of the mostchallenging aspects of the RCM process, because
it calls for a high degree of judgement. On the one hand, we needto list
all reasonably likely failure modes, while on the other we don't want to
waste time on failures which have never occurred before and which are
extremely unlikely (incredible) in the context in question.

For example, ‘sealed-for-life’ bearings are installed on the motor driving the
pump shownin Figure 4.7. Thismeans that the likelihood of lubrication failure
is low — s0 low thatit would not be included in most FMEA's. On the other hand,
failure due to lack of lubricant probably would be included in FMEA's prepared
for manually lubricated components, centralised lube systems and gearboxes.
However, the decision not to list a failure mode should be tempered by
careful consideration of the failure consequences.

Consequences

If the consequences are likely to be very severe indeed, then less likely
failure possibilities should be listed and subjected to further analysis.

Forinstance, if the pump setin Figure 4.7 was installedin a food factory or a vehicle
assembly plant, the failure mode ‘casing smashed by an object falling from the
sky’ would be dismissed immediately as being laughably unlikely. However, if the
pump were pumping something really nasty in a nuclear installation, this failure
mode ismore likely to be taken seriously eventhoughitis stillhighly improbable.
(Appropriate failure management policies might be either to ban aircraft from
flying over thefacility, or to design a roof which can withstand a crashing aircraft.)
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Anotherexample from Figure 4.7 is ‘motor not switched on’. This failure mode
is likely to be dismissed on the grounds of improbability in most situations. Even
if it does occur, the consequences may be so trivial that it is excluded from the
FMEA.(Ontheotherhand,ifitcouldoccuranditdoes matter—especiallyincases
where things must be switched onin a particular sequence and something could
be damaged if they are not — then this failure mode should be considered.)

Cause vs Effect

Care should be taken nottoconfuse causes andeffects when listing failure
modes. This is a subtle mistake most often made by people who are new
to the RCM process.

For example, one plant had some 200 gearboxes, all of the same design and all
performing more or less the same function on the same type of equipment. Initi-
ally, the following failure modes were recorded for one of these gearboxes:

* Gearbox bearings seize

* Gear teeth stripped.

These failure modes were listed to begin with because the people carryingout the
review recalled that each failure had happened in the past to their knowledge
(some of the gearboxes were twenty years old). The failures did not affect safety
but they did affect production. So the implication was that it might be worth doing
preventive tasks like ‘check gear teeth for wear’ or ‘check gearbox for backlash’,
and ‘check gearbox bearings for vibration’. However, further discussion revealed
that both failures had occurred because the oil level had not been checked when
it should have been, so the gearboxes had actually failed due to lack of oil. What
is more, no-one could recall that any of the gearboxes had failed if they had been
properly lubricated. As a result, the failure mode was eventually recorded as:

* Gearbox fails due to lack of oil.

This underlined the importance of the obvious proactive task, which was to check
the oillevel periodically. (This is not to suggest that all gearboxes should be ana-
lysed in this way. Some are much more complex or much more heavily loaded,
and so are subject to a wider variety of failure modes. In other cases, the failure
consequences may be much more severe, which would call for a more defensive
view of failure possibilities.)

Failure Modes and the Operating Context

We have seen how the functions and functional failures of any item are
influenced by its operating context. This is also true of failure modes in
terms of causation, probability and consequences.

For example, consider the three pumps shown in Figure 2.7. The failure modes
which are likely to affect the stand-by pump (such as brinelling of the bearings,
stagnation of water in the pump casing and even the ‘borrowing’ of key compo-
nents to use elsewhere in an emergency) are different from those which might
affect the duty pump, as set out in Figure 4.7.
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Similarly, a vehicle operating in the Arctic would be subject to different failure
modes from the same make of vehicle operating in the Sahara desert. Similarly,
a gas turbine powering a jet aircraft would have different failure modes from the
same type of turbine acting as a prime mover on an oil platform.

These differences mean that great care should be taken to ensure that the
operating contextisidentical before applying an FMEA developedin one
set of circumstances to an asset which is used in another. (Note also the
comments regarding the use of generic FMEA's in part 6 of this chapter.)

The operating context affects levels of analysis as well as the causes
and consequences of failure. As discussed earlier, it mightbe appropriate
to identify failure modes for two identical assets at one level in one opera-
ting context and at another level in another.

4.5 Failure Effects

The fourth step in the RCM review process entails listing what happens
when each failure mode occurs. These are known as failure effects.

Failure effects describe what happens
when a failure mode occurs

(Note that failure effects are not the same as failure consequences. A
failure effect answers the question “what happens?”, whereas a failure
consequence answers the question “‘(how) does it matter?”.)

A description of failure effects should include all the information needed
to support the evaluation of the consequences of the failure. Specifically,
whendescribing the effects of a failure, the following should be recorded:
» what evidence (if any) that the failure has occurred
* in what ways (if any) it poses a threat to safety or the environment
* in what ways (if any) it affects production or operations
» what physical damage (if any) is caused by the failure
» what must be done to repair the failure.

These issues are reviewed in the following paragraphs. Note that one of
the objectives of this exercise is to establish whether proactive maintenance
is necessary. If we are to do this correctly, we cannot assume that some
sort of proactive maintenance is being done already, so the effects of a
failure should be described as if nothing was being done to prevent it.
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Evidence of Failure

Failure effects shouldbe described in a way which enables the team doing
the RCM analysis to decide whetherthe failure will become evidentto the
operating crew under normal circumstances.

For instance, the description should state whether the failure causes warning
lights to come on or alarms to sound (or both), and whether the warning is given
on a local panel or in a central control room (or both).

Similarly, the description should state whether the failure is accompanied
(orpreceded) by obvious physical effects such asloud noises, fire, smoke,
escaping steam, unusual smells, or pools of liquid on the floor. It should
also state whether the machine shuts down as a result of the failure.

Forexample, if we are considering the seizure of the bearings of the pump shown
in Figure 3.5, the failure effects might be described as follows (the italics describe
what would make it evident to the operators that a failure has occurred):

* Motor trips out and trip alarm sounds in the control room. Tank Y low level alarm
sounds after 20 minutes, and tank runs dry after 30 minutes. Downtime required
to replace the bearings 4 hours.

Inthe case of a stationary gas turbine, a failure mode thatoccurredin practice was

the gradual build up of combustion deposits on the compressor blades. These

deposits could be partially removed by the periodic injection of special materials
into the air stream, a process known as ‘jet blasting’. The failure effects were de-
scribed accordingly as follows:

* Compressor efficiency declines and governor compensates to sustain power
output, causing exhaust temperature to rise. Exhaust temperature is displayed
on the local control panel and in the central control room. If no action is taken,
exhaust gas temperature rises above 475°C under full power. A high exhaust
gas temperature alarm annunciates on the local control panel and a warning
light comes on in the central control room. Above 500°C, the control system
shuts down the turbine. (Running at temperatures above 475°C shortens the
creep life of the turbine blades.) The blades can be partially cleaned by jet
blasting, and jet blasting takes about 30 minutes.

This is an unusually complex failure mode, so the description of the fail-
ure effects is somewhat longer than usual. The average description of a
failure effect usually amounts to between twenty and sixty words.

When describing failure effects, do not prejudge the evaluation of the
failure consequences by using the words ‘hidden’ or ‘evident’ They are
part of the consequence evaluation process, and using them prematurely
could bias this evaluation incorrectly.

Finally, when dealing with protective devices, failure effect descrip-
tions should state briefly what would happen if the protected device were
to fail while the protective device was unserviceable.
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Safety and Environmental Hazards

Modern industrial plant design has evolved to the point that only a small
proportionoffailure modes present a direct threat to safety orthe environ-
ment. However, if there is a possibility that someone could get hurt or
killed as a direct result of the failure, or an environmental standard or
regulation could be breached, the failure effect should describe how this
could happen. Examples include:

* increased risk of fire or explosions

¢ the escape of hazardous chemicals (gases, liquids or solids)

* electrocution

» falling objects

* pressure bursts (especially pressure vessels and hydraulic systems)

* exposure to very hot or molten materials

* the disintegration of large rotating components

* vehicle accidents or derailments

* exposure to sharp edges or moving machinery

* increased noise levels

* the collapse of structures

* the growth of bacteria

* ingress of dirt into food or pharmaceutical products

* flooding.

When listing these effects, do not make qualitative statements like “this
failure has safety consequences” or “this failure affects the environment”.
Simply state what happens, and leave the evaluation of the consequences
to the next stage of the RCM process.

Note also that we are not only concerned about possible threats to our
ownstaff (operators and maintainers), but also about threats to the safety
of customers and the community as a whole. This may call for some
research by the team doing the analysis into the environmental and safety
standards which govern the process under review.

Secondary Damage and Production Effects

Failure effect descriptions should also help with decisions about opera-
tional and non-operational failure consequences. To do so, they should
indicate how production is affected (if at all), and for how long. This is
usually given by the amount of downtime associated with each failure.
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In this context, downtime means the total amount of time the asset
would normally be out of service owing to this failure, from the moment
it fails until the moment it is fully operational again. As indicated in
Figure 4.8, this is usually muchlonger than the repair time.

|< DOWNTIME >‘

Diagnose | Find the| Repair |Revalidate
the fault | spare | the fault | or test the
parts machine

»| REPAIR |
TIME

Figure 4.8:
Downtime vs repair time

Downtime as defined above can vary greatly for different occurrences of
the same failure, and the most serious consequences are usually caused
by the longer outages. Since itis consequences which are of most interest
to us, the downtime recorded on the information worksheet should be
based on the ‘typical worst case’.
Forinstance, if the downtime caused by a failure which occurs late on a weekend
night shiftis usually much longer than itis when the failure occurs on a normal day
shift, and if such night shifts are a regular occurrence, we list the former.
Itis of course possible to reduce the operational consequences of a failure
by taking steps to shorten the downtime, most often by reducing the time
it takes to get hold of a spare part. However, as discussed inChapter2, we
are still in the process of defining the problem at this stage so the analysis
should be based — at least initially — on current spares holding policies.
Note thatifthe failure affectsoperations,itis more importanttorecord
downtime thanthe mean time to repairthe failure (MTTR), fortworeasons:
* in many people's minds, the word ‘repair time’ has the meaning shown
in Figure 4.8. If this is used instead of downtime, itcould upsetthe sub-
sequent assessment of the operational consequences of failure
» we should base the assessment of consequences on the ‘typical worst
case’ and not the ‘mean’, as discussed above.
If the failure does not cause a process stoppage, then the average amount
of time it takes to repair the failure should be recorded, because this can
be used help establish manpower requirements.
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In addition to downtime, any other ways in which the failure could have
a significant effect on the operational capability of the asset should be
listed. Possibilities include:

» whether and how product quality or customer service is affected, and
if so whether any financial penalties are involved

whether any other equipment or activity also has to stop (or slow down)

whether the failure leads to an increase in overall operating costs in
addition to the direct cost of repair (such as higher energy costs)

» what secondary damage (if any) is caused by the failure.

Corrective Action

Failure effects should also state what must be done to repair the failure.
This can beincluded in the statement about downtime, as shown in italics
in the following examples:

* Downtime to replace bearings about four hours

e Downtime to clear the blockage and reset the trip switch about 30 minutes
* Downtime to strip the turbine and replace the disc about 2 weeks.

4.6 Sources of Information about Modes and Effects

When considering where to get information needed to draw up a reason-
ably comprehensive FMEA, remember the need to be proactive. This
means that as much emphasis should be placed on what could happen as
on what has happened. The most common sources of information are dis-
cussed in the following paragraphs, together with a brief review of their
main advantages and disadvantages.

The manufacturer or vendor of the equipment

When carrying out an FMEA, the source of information which usually
springs to mind first is the manufacturer. This is especially so in the case of
new equipment. In some industries, this has reached the point where manu-
facturers or vendors are routinely asked to provide a comprehensive FMEA
as part of the equipment supply contract. Apart from anything else, this
request implies that manufacturers know everything thatneeds to be known
about how the equipment can fail and what happens when this occurs.

This is seldom the case in reality.
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In practice, few manufacturers are involved in the day-to-day opera-
tion of the equipment. After the end of the warranty period, almost none
getregular feedback from the equipment users about what fails and why.
The best that many of them can dois try to draw conclusions about how
their equipment is performing from a combination of anecdotal evidence
and an analysis of spares sales (except when a really spectacular failure
occurs, in which case lawyers tend to take over from engineers. At this
point, rational technical discussion about root causes often ceases.)

Manufacturers also have little access to information about the operat-
ing context of the equipment, desired standards of performance, failure
consequences and the skills of the user's operators and maintainers. More
often the manufacturers know nothing about these issues. As a result,
FMEA's compiled by these manufacturers are usually generic and often
highly speculative, which greatly limits their value.

The small minority of equipment manufacturers who are able to produce
asatisfactory FMEA on their own usually fall into one of two categories:

* they are involved in maintaining the equipment throughout its useful
life, either directly or through closely associated vendors. For instance
most privately-owned motor vehicles are maintained by the dealers
who sold the vehicles. This enables the dealers to provide the manufac-
turers with copious failure data.

* they are paid tocarry out formal reliability studies on prototypes as part
of the initial procurement process. Thisis acommon feature of military
procurement, but much less common in industry.

In most cases, the author has found that the best way to access whatever
knowledge manufacturers possess about the behaviour of the equipment
in the field is to ask them to supply experienced field technicians to work
alongside the people who will eventually operate and maintain the asset,
to develop FMEA's which are satisfactory to both parties. If this sugges-
tion is adopted, the field technicians should of course have unrestricted
access to specialist support to help them answer difficult questions.

When adopting this approach, issues such as warranties, copyrights,
languages which the participants should be able to speak fluently, techni-
cal support, confidentiality, and so on should be handled at the contract-
ing stage, so that everyone knows clearly what to expect of each other.

Note the suggestion to use field technicians rather than designers. De-
signers are often surprisingly reluctant to admit that their designs can fail,
which reduces their ability to help develop a sensible FMEA.
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Generic lists of failure modes

‘Generic’ lists of failure modes are lists of failure modes — or sometimes
entire FMEA's — prepared by third parties. They may cover entire systems,
but more often cover individual assets or even single components. These
generic lists are touted as another method of speeding up or ‘streamlining’
this part of the maintenance program development process. In fact, they
should be approached with great caution, for the following reasons:

* the level of analysis may be inappropriate: A generic list may identify
failure modes at a level equivalent to (say) level 5 in Figure 4.7, when
all that may be needed is level 1. This means that far from streamlining
the process, the generic list would condemn the user to analysing far
more failure modes than necessary. Conversely, the generic list may
focus on level 3 or 4 in a situation where some of the failure modes
really ought to be analysed at level 5 or 6.

the operating contextmay be different: The operating context of your asset
may have features which make it susceptible to failure modes that do not
appear in the generic list. Conversely, some of the modes in the generic
list might be extremely improbable (if not impossible) in your context.

* performance standards may differ: your asset may operate to standards of
performance which mean that your whole definition of failure may be
completely different from that used to develop the generic FMEA.

These three points mean that if a generic list of failure modes is used at
all, it should only ever be used to supplement a context-specific FMEA,
and never used on its own as a definitive list.

Other users of the same equipment

Other users are an obvious and very valuable source of information about
what can go wrong with commonly used assets, provided of course that
competitive pressures permit the exchange of data. This is often done
through industry associations (as in the offshore oil industry), through
regulatory bodies (as in civil aviation) or between different branchesyof
the same organisation. However, note the above comments about the dan-
gers of generic data when considering these sources of information.

Technical history records
Technical history records can also be a valuable source of information.
However, they should be treated with caution for the following reasons:
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* they are often incomplete

» more often than not, they describe what was done to repair the failure
(‘replaced main bearing’) rather than what caused it

* they do not describe failures which have not yet occurred

* they often describe failure modes which are really the etfect of some
other failure.

These drawbacks mean thattechnical history records should only be used
as a supplementary source of information when preparing an FMEA, and
never as the sole source.

The people who operate and maintain the equipment

In nearly all cases, by far the best sources of information for preparing an
FMEA are the people who operate and maintain the equipment ona day-
to-day basis. They tend to know the mostabouthow the equipment works,
what goes wrong with it, how much each failure matters and what must
be done to fix it and if they don't know, they are the ones who have the
most reason to find out.

The best way to capture and to build on their knowledge is to arrange
for them to participate formally in the preparation of the FMEA as part
of the overall RCM process. The most efficient way to do thisisunder the
guidance of asuitablytrained facilitatorat aseriesof meetings. (The most
valuable source of additionalinformation at these meetings is a compre-
hensive set of process and instrumentation drawings, coupled with ready
access to process and/or technical specialists on an ad hoc basis.) This
approach to RCM was introduced in Chapter 1 and is discussed at much
greater length in Chapter 13.

4.7 Levels of Analysis and the Information Worksheet

Part 4 of this chapter showed how failure modes can be described at
almost any level of detail. The level of detail which s ultimately selected
should enable a suitable failure management policy to be identified. In
general, higher levels (less detail) should be selectedif the component or
sub-system is likely to be allowed to run to failure or subject to failure-
finding, while lower levels (more detail) need to be selected if the failure
mode is likely to be subjected to some sort of proactive maintenance.
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The detail used to describe failure modes on Information Worksheets
is also influenced by the level at which the FMEA as a whole is carried
out. Thisin turnis governed by the level at which the entire RCM analysis
is performed. For this reason, we review the principal factors which
influence the overall level of analysis (which is also known as ‘level of
indenture’) before considering how this affects the detail with which
failure modes should be described.

Level of analysis

RCM is defined as a process used to determine what must be done to
ensure that any physical asset continues to do whatever its users want it
to do in its present operating context. In the light of this definition, we
have seen that it is necessary to define the context in detail before we can
apply the process. However, we also need to define exactly what the
‘physical asset’ is to which the process will be applied.

Forexample, if we apply RCM to a truck, is the entire truck the ‘asset'? Or do we
subdivide the truck and analyse (say) the drive train separately from the braking
system, the steering, the chassis and so on? Or should we further subdivide the
drive train and analyse (say) the engine separately from the gearbox, propshaft,
differentials, axles and wheels? Or should the engine not be divided into engine
block, engine management system, cooling system, fuel system and so on before

starting the analysis? What about subdividing the fuel system into tank, pump,
pipes and filters?

This issue needs careful thought because an analysis carried out at too
highalevel becomes too superficial, while one done attoolow a level can
become unmanageable and unintelligible. The following paragraphs ex-
plore the implications of carrying out the analysis at different levels.

Starting at a low level
Oneofthe mostcommon mistakes inthe RCM processis carrying out the
analysis at too low a level in the equipment hierarchy.

For example, when thinking about the failure modes which could affect a motor
vehicle, a possibility which comes to mind is a blocked fuel line. The fuel line is
partofthe fuel system, soit seems sensible toaddress this failure mode by raising
aWorksheetfor the fuel system. Figure 4.9 indicates that if the analysis is carried
out at this level, the blocked fuel line might be the seventh failure mode to be
identified out of a total ofperhapsadozenwhichcouldcause the functional failure
‘unable to transfer any fuel at all’.
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RCMII SYSTEM i
INFORMATION Tgine
WORKSHEET SUB-SYSTEM el sus

(©) 1996 ALADON LTD Fuel system

A {Unable to transfer any fuel at all | 1 | No fuelin tank
3 [ Fuelfilter blocked
7 | Fuel line blocked by foreign object
12| Fuel line severed
... etc

1 | To transfer fuel from the fuel
¢ tank to the engine at a rate of
up to 1 litre per minute

Figure 4.9: Failure modes of a fuel system

When the decision worksheet has been completed for this sub-system, the
RCM review group proceeds to the next system, and so on until the main-
tenance requirements of the entire vehicle have been reviewed. This
seems to be straightforward enough until we consider that the vehicle can
actually be sub-divided into literally dozens — if not hundreds — of sub-
systems at this level. If a separate analysis is carried out for each sub-
system, the following problems begin to arise:

« the further down the hierarchy one progresses, the more difficult it be-
comes to conceptualise and define performance standards. (One could
also ask who actually cares about the precise amount of fuel passing
through the fuel system as long as the fuel economy of the vehicle is
within reasonable limits and the vehicle has enough power.)

» atalowlevel, itbecomes equally difficulttovisualiseand hence to ana-
lyse failure consequences.

« the lower the level of the analysis, the more difficult it becomes to
decide which components belong to which system (forinstance, is the
accelerator part of the fuel system or the engine control system?)

some failure modes can cause many sub-systems to cease to function
simultaneously (such as a failure in the supply of power to an industrial
plant). If each sub-system is analysed on its own, failure modes of this
type are repeated again and again.

control and protective loops can become very difficult to deal with in
alow-level analysis, especially when a sensor in one sub-systemdrives
an actuator in another through a processor in a third.

For instance, a rev limiter which reads a signal off the flywheel in the ‘engine
block’ sub-system might send a signal through a processor in the ‘engine
control’ sub-system to a fuel shut-off valve in the ‘fuel’ sub-system.
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If special attention is not paid to this issue, the same function ends up
being analysed three times in slightly different ways, and the same
failure-finding task prescribed more than once for the same loop.

anew worksheet has to be raised for each new sub-system. This leads
to the generation of vast quantities of paperwork for the analysis of the
entire vehicle, or the consumption of equally large amounts of compu-
ter memory space. The associated manual or electronic filing systems
have to be very carefully structured if the information is to remain
manageable. In short, the whole exercise starts to become much more
extensive and much more intimidating than it needs to be.

FMEA's are often carried out at too low a level in the equipment hierarchy
because of a belief that there is a correlation between the level at which
we identify failure modes and the level at which the FMEA (or the RCM
analysis as a whole) should be performed. In other words, it is often said
thatif we want to identify failure modes in detail, then we ought to carry
out a separate FMEA for each replaceable component or sub-system.

In fact, thisis not so. The level at which failure modes can be identified
is independent of the level at which the analysis is performed, as shown
in the next section of this chapter.

Starting at the top
Instead of starting the analysis towards the bottom of the equipment hier-
archy, we could start at the top.

Forexample, the primary function of a truck waslistedon page 28 as follows: ‘To
transport up to 40 tons of material at speeds of up to 75 mph (average 60 mph)
from Startsville to Endburg on one tank of fuel.” The first functional failure asso-
ciated with this function is ‘Unable to move at all’.The four failure modes shown
in Figure 4.9 could all cause this functional failure, so instead of being listed on
an Information Worksheet for the fuel system, they could have been listed on a
Worksheet covering the entire truck, as shown in Figure 4.10.

RCM II SYSTEM -
INFORMATION 40 ton truck.
WORKSHEET SUB-SYSTEM
(© 1996 ALADON LTD
[ FUNCTION FUNCTIONAL FAILURE FAILURE MODE

. (Loss of Function) (Cause of Failure)

18 {No fuel in tank
material from Startsville to 42 {Fuet filter blocked

Endburg speeds of up to 75 73 {Fuel line blocked by foreign object
mph (average 68 mph) on one I 114 Fuel line seversd

tank of fuel i . el

: : . :
1 | To transfer up to 40 tons of A |Unableto move at all

Figure 4.10: Failure modes of a truck
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The main advantages of starting the analysis at this level are as follows:
» functions and performance expectations are much easier to define

« failure consequences are much easier to assess

* itiseasier to identify and analyse control loops and circuits as a whole
* there is less repetition of functions and failure modes

* it is not necessary to raise a new information worksheet for each new
sub-system, so analyses carried out at this level consume far less paper.

However, the main disadvantage of performing the analysis at this level
is that there are hundreds of failure modes which could render the truck
effectively unable to move. These range from a flat front tyre to a sheared
crankshaft. So if we were to try to list all the failure modes at this level,
it is highly likely that several would be overlooked altogether.

For instance, we have seen how the blocked fuel system might have been the
seventh failure mode out of twelve to be identified in the analysis carried out at
the ‘fuel system’level.However, at the trucklevel, Figure 4.10 shows thatit might
have been 73rd out of several hundred failure modes.

Intermediate levels

The problems associated with high- and low-level analyses suggest that
itmay be sensible tocarry outthe analysis atanintermediatelevel.In fact,
we are almost spoiled for choice, because most assets can be sub-divided
into many levels and the RCM process applied at any one of these levels.
Forexample,Figure4.11 shows how the 40ton truck could be dividedinto atleast
five levels. It traces the hierarchy from the level of the truck as a whole down to
thelevelofthefuellines. ltgoesontoshowhowthe primary function of the asset

might be defined at each level on an RCM Information Worksheet, and how the
blocked fuel line could be appear at each level.

Giventhe choice of five (sometimes more) possibilities, how do we select
the level at which to perform the analysis?

We have seen that the top level usually embodies too many failure
modes per function to permit sensible analysis. In spite of this however,
we still need to identify the main functions of the asset or system at the
highest levels in order to provide a framework for the rest of the analysis.
Forexample an operator acquires a truck to carry goods from A to B, notto pump
fuel along a fuel line. Although the latter function contributes to the former, the
overall performance of the asset — and hence of its maintenance — tends to be
judged at the highest levels. For instance, the chief executive of a truck fleet is

much more likely to ask ‘how is truck X performing?’ than ‘how is the fuel system
ontruck X performing?’ (unlessthe fuel systemis knownto be causinga problem).
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l 40 ton truck l
FUNCTION FUNCTIONAL FAILURE FAILURE-MODE
1 1 | To transter up 1o 40 tons of materfal | A | Unable totransfer any | 18 } No fuel in tank
from Startsville to Endburg at speeds material at all 42 | Fuel fiter blocked
of up to 75 mph (average 60 mph) on 73 | Fusl fine blocked by forsign object
one tank of fuel ! 114 | Fuel line severed
I PDrive train Braking system Steering system  Cabin
" FUNCTION .| FUNCTIONAL FAILURE FAILURE MODE
2 1 lTo propel the vehicle carrying aload | A | Unable to propel the 9 l No fuel in tank
+of up 1o 40 tons from Startsville 1o vehicle at all 18 | Fusl filter blocked

Endburg at speeds of up to 75 mph

33 | Fusl ling blocked by foraign object
(average 60 mph) on one tank of fuel

7 ‘ Fusl ling seversd

I Engi Gearbox Propshaft Differentials
3 S FUNCTION . | FUNCTIONAL FAILUBE : FAILURE MODE
1 1To provide up to 400 KW of power at | A | Unable to provide any | 4 { No fuel in tank
up to 2500 rpm to the input shaft of power at afl 9 | Fuel filter blocked

18 | Fuel fine blocked by foreign object
38 i Fuel tine severed

the gearbox

! Fu Engine block Cooling system  ‘Exhaust system
: FUNCTIONAL FAILURE | | ;;;FNLURE, MODE
4 A | Unable totransferany | 1 ING fuelin tank
thg engine at a rate of up to 1 litre per fuel atall 3 ; Fuel filter blocked
minute 7 | Fuelline blocked by foreign object
12 ‘ Fuel ling severed
I Fuel lines Fuel tank Fuel pump Fuel filter
. FUNCTION = |FUNCTIONALFAILURE | ~ FARUREMGDE
5 1 1To cary fuel from the fuel tank to the | A | Unable to carry any 1| Fuel line blocked by foreign ebject
engine at a rate of up to 1 litre per fuel at all 3 | Fuelline severed
minute f
etc....

Figure 4.11: Functions and failures at different levels

Chapter 2 explained that in practice, a statement of the operating context
provides arecord of the main functions and associated performance stan-
dards of any asset or system at levels above the level at which the RCM
analysis is to be carried out.
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Onthe otherhand. we have seen theinitial inclination is nearly always
to start too low in the asset hierarchy. For this reason, a good general rule
(especially for people new to RCM) is to carry out the analysis one level
- oreven two levels — higher than at first seems sensible. This is because
it is always easier to break complex sub-systems out of a high-level ana-
lysis than it is to go up a level when one has started too low. This is dis-
cussed in more detail in the next section of this chapter.

With a bit of practice (especially concerning what is meant by ‘a level
at which itis possible to identify a suitable failure management policy’),
the most suitable level at which to carry out any analysis eventually be-
comes intuitively obvious. In this context, note that it is not necessary to
analyse every System at the same level throughout the asset hierarchy.

Forinstance, the entirebrakingsystemcouldbeanalysedat level2 as showninFig-
ure 4.11, but it may be necessary to analyse the engine at level 3 or even level 4.

How Failure Modes and Effects Should be Recorded

Once the level of the entire RCM analysis has been established, we then
have to decide what degree of detail is necessary to define each failure
mode within the framework of that analysis. There is no technical reason
why all the failure modes cannot be listed (together with their effects) at
alevelwhichenablesa suitable failure managementpolicy to be selected.
However, even intermediate level analyses sometimes generate too
many failure modes per functional failure, especially for primary functions.
This usually happens when the asset incorporates complex subassemblies
which could themselves suffer from a large number of failure modes.

Examples of such subassemblies include small electric motors, small hydraulic
systems, smallgearboxes,controlloops, protectivecircuitsandcomplexcouplings.

Depending as usual on context and consequences, these sub-assemblies
can be handled in one of four different ways, as discussed below.

Option 1

List all the reasonably likely failure modes ot the subassembly individu-
ally as part of the main analysis - in other words, at levels equivalent to
level 3, 4,5 or 6 in Figure 4.7.

For example, consider an asset which could stop completely as a result of the

failure of a smallgearbox. On the Information Worksheet for this asset, this gear-
box failure could be listed as shown below:
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FAILURE MODE. FAILURE EFFECT
1 |Gearbox bearings | Motor trips and alarm sounds in control room. 3 hours downtime

seize toreplace gearbox with spare. New bearings fitted in workshop

Motor does not trip but machine stops. 3 hours downtime to
replace gearbox with spare. New gearsfittedin workshop

2 | Gear teeth stripped

3 |Gearbox sgizes due | Motor trips and alarm sounds in control room. 3 hours downtime
to lack of oil to replace gearbox with spare. Seized gearbox would be scrapped
...... etc

In general, the the failure modes which could affect a subassembly should
be incorporated in a higher level analysis if the subassembly is likely to
suffer from no more than about 6 failure modes which are considered to
be worth identifying and which will cause any one functional failure of
the higher level system.

Option 2

List the failure of the sub-assembly as a single failure mode on the Informa-
tion Worksheet to begin with, then raise a new worksheet to analyse the
functions, functional failures, failure modes and eftfects of the sub-assembly
as a separate exercise.

For example, the failure of the gearbox discussed above could have been listed
as follows:

.| FAILURE MODE : FAILURE EFFECT
1 |Gearbox fails Gearbox analysed separately
...... etc

A sub-assembly is usually worth treating in this way if more than 10 fail-
ure modes of the subassembly could cause the loss of any one function of
the main assembly.

(If there are between 7 and 9 failure modes per functional failure, use
option one or option two, bearing in mind that separate analyses mean
more analyses, but fewer failure modes per analysis.)

Option 3

List the failure of the sub-assembly on the Information Worksheet as a
single failure mode — in other words, at a level equivalent to level one or
two in Figure 4.7 - record its effects, and leave it at that.

For example, if it was considered appropriate to treat the failure of the gearbox
discussed above in this fashion, it would be listed as shown overleaf:
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and/or the consequences of the failures do not warrant it.

sed in detail when the service is analysed as a whole.

mation Worksheet
are listed in the last column of the Information Worksheet

For example, a small electric motor operating in a dusty environment might be
certain to fail due to overheating if the grille covering its cooling fan gets blocked,
butfailuresforotherreasonsmightbe few, farbetweenandnotvery serious if they
do occur. In this case, the failure modes for this motor might be listed as follows:

* motor fan blocked by dust
is supplied by that service, because detailed analysis of these failures is

usually beyond the scope of the asset in question. Such failures are noted
for information purposes (‘Power supply fails’), their effects recorded and

treated as a single failure mode from the point of view of the asset which

* motor fails (for other reasons).
they are then analy

Services
The failure of services (power, water, steam, air, gases, vacuum, etc) are

This option is really a combination of options 1 and 3.
alongside the relevant failure mode, as shown in Figure 4.13.

A Completed Infor

Failure effects

The RCM Information Worksheet

Figure 4.13
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5 Failure Consequences

Previous chapters have explained how the RCM process asks the follow-
ing seven questions about each asset:

e what are the functions and associated performance standards of the
asset in its present operating context?

e in what ways does it fail to fulfil its functions?

e what causes each functional failure?

e what happens when each failure occurs?

e in what way does each failure matter?

e what can be done to predict or prevent each failure?
* what if a suitable proactive task cannot be found?

The answers to the first four questions were discussed at length in Chap-
ters 2 to 4. These showed how RCM Information Worksheets are used to
record the functions of the asset under review, and to listthe associated
functional failures, failure modes and failure effects.

The last three questions are asked about each individual failure mode.
This chapter considers the fifth question:
* in what way does each failure matter?

5.1 Technically Feasible and Worth Doing

Every time afailure occurs, the organisation which uses the assetis affec-
ted in some way. Some failures affectoutput, productquality or customer
service. Others threaten safety or the environment. Some increase oper-
ating costs, for instance by increasing energy consumption, while a few
have animpact in four, five or even all six of these areas. Still others may
appearto have noeffectatall if they occur on theirown, but may expose
the organisation to the risk of much more serious failures.

Ifany ofthese failures are not prevented, the time and effort whichneed
to be spent correcting them also affects the organisation, because repair-
ing failures consumes resources which might be better used elsewhere.
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The nature and severity of these effects govern the way in which the
failure is viewed by the organisation. The precise impactin each case ~
inother words, the extentto which each failure matters — depends on the
operating context of the asset, the performance standards which apply to
each function, and the physical effects of each failure mode.

This combination of context, standards and effects means that every
failure has a specific set of consequences associated with it. If the conse-
quences are very serious, then considerable efforts will be made to prevent
the failure, or at least to anticipate it in time to reduce or eliminate the
consequences. This is especially true if the failure could hurt or kill some-
one, or ifitis likely to have a serious effect on the environment. It is also
true of failures which interfere with production or operations, or which
cause significant secondary damage.

On the other hand, if the failure only has minor consequences, it is
possible that no proactive action will be taken and the failure simply cor-
rected each time it occurs.

This suggests that the consequences of failures are more important
than their technical characteristics. It also suggests that the whole idea of
proactive maintenance is not so much about preventing failures as it is
about avoiding or reducing the consequences of failure.

Proactive maintenance has much more to do with
avoiding or reducing the consequences of failure
than it has to do with preventing the failures themselves

If thisis accepted, then itstandsto reason that any proactive task is only
worth doing if it deals successfully with the consequences of the failure
which it is meant to prevent.

A proactive task is worth doing if it deals successfully with
the consequences of the failure which it is meant to prevent

This of course presupposes thatit is possible to anticipate or prevent the
failure in the first place. Whether or not a proactive task is technically
feasible depends on the technical characteristics of the task and of the
failure which it is meant to prevent. The criteria governing technical
feasibility are discussed in more detail in Chapters 6 and 7.

If it is not possible to find a suitable proactive task, the nature of the
failure consequences also indicate what default action should be taken.
Default tasks are reviewed in Chapters 8 and 9.
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Theremainder of this chapter considers the criteriaused to evaluate the
consequences of failure, and hence to decide whether any form of proac-
tivetaskis worth doing. These consequences are divided in two stages into
four categories. The first stage separates hidden functions from evident
functions.

5.2 Hidden and Evident Functions

We have seen thatevery asset has more than one and sometimes dozens
of functions. When most of these functions fail, it willinevitably become
apparent to someone that the failure has occurred.

For instance, some failures cause warning lights to flash or alarms to
sound, or both. Others cause machines to shut down or some other part
of the process to be interrupted. Others lead to product quality problems
or increased use of energy, and yet others are accompanied by obvious
physical effects such as loud noises, escaping steam, unusual smells or
pools of liquid on the tloor.

Forexample, Figure 2.7 inChapter2 showedthreepumpswhichare shownagain
in Figure 5.1 below. If a bearing on Pump A seizes, pumping capability islost. This
failure onits own will inevitably become apparent to the operators, either as soon
as it happens or when some downstream part of the process is interrupted. (The
operators might not know immediately that the problem was caused by the

bearing, but they would eventually and inevitably become aware of the fact that
something unusual had happened.)

Stand Alone

Duty

Figure 5.1:

Stand-by
Three pumps ¢

Failures of this kind are classed as evident because someone will even-
tually find out about it when they occur on their own. This leads to the
following definition of an evident function:

An evident function is one whose failure will on
its own eventually and inevitably become evident
to the operating crew under normal circumstances

However, some failures occur in such a way that nobody knows that the
item is in a failed state unless or until some other failure also occurs.
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For instance, if Pump C in Figure 5.1 failed, no-one would be aware of the fact
because under normal circumstances Pump B would still be working. In other
words, the failure of Pump C on its own has no direct impact unless or until Pump
B also fails (an abnormal circumstance).

Pump C exhibits one of the most important characteristics of a hidden
function, which s that the failure of this pump on its own will not become
evident to the operating crew under normal circumstances. In other words,
it will not become evident unless pump B also fails. This leads to the
following definition of a hidden function:

A hidden function is one whose failure will
not become evident to the operating crew under
normal circumstances if it occurs on its own.

The first step in the RCM process is to separate hidden functions from
evident functions because hidden functions need special handling. They
are discussed atlengthin Part 6 of this chapter. We will see later that these
functions are associated with protective devices which are not fail safe.
Since they can account for up to half the failure modes which could affect
modern, complex equipment, hidden functions could well become the
dominantissuein maintenanceoverthe nexttenyears. However, to place
hidden functions in perspective, we first consider evident failures.

Categories of Evident Failures

Evident failures are classified into three categories in descending order of
importance, as follows:

* safety and environmental consequences. A failure has safety conse-
quences if it could hurt or kill someone. It has environmental conse-
quencesifitcouldlead toabreach of any corporate, regional or national
environmental standard

* operational consequences. A failure has operational consequences if
it affects production or operations (output, product quality, customer
service or operating costs in addition to the direct cost of repair)

* non-operational consequences. Evident failures in this category affect
neithersafety nor production, sotheyinvolve only the direct cost of repair.

By ranking evident failures in this order, RCM ensures that the safety and
environmental iinplicationsof every evidentfailure mode are considered.
This unequivocally puts people ahead of production.
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Thisapproachalsomeansthat thesafety, environmental and economic
consequences of each failure are assessed in one exercise, which is much
more cost-effective than considering them separately.

The next four sections of this chapter consider each of these categories
in detail, starting with the evident categories and then moving on to the
rather more complex issues surrounding hidden functions.

5.3 Safety and Environmental Consequences

Safety First

As we have seen, the first step in the consequence evaluation process is
to identify hidden functions so that they can be dealt with appropriately.
All remaining failure modes — in other words, failures which are not clas-
sified as hidden — must by definition be evident. The above paragraphs
explained that the RCM process considers the safety and environmental
implications of each evident failure mode first. Itdoes so for tworeasons:

« a more and more firmly held belief among employers, employees, cus-
tomers and society in general that hurting or killing people in the course
of business is simply not tolerable, and hence that everything possible
should be done to minimise the possibility of any sort of safety-related
incident or environmental excursion.

« the more pragmatic realisation that the probabilities which are tolerated
forsafety-related incidents tend to be several orders of magnitude lower
than those which are tolerated for failures which have operational con-
sequences. As a result, in most of the cases where a proactive task is
worth doing from the safety viewpoint, it is also likely to be more than
adequate from the operational viewpoint.

At one level, safety refers to the safety of individuals in the workplace.
Specifically, RCM asks whether anyone could get hurt or killed either as
adirect result of the failure mode itself or by other damage which may be
caused by the failure.

A failure mode has safety consequences
if it causes a loss of function or other
damage which could hurt or kill someone
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At another level, ‘safety’ refers to the safety or well-being of society in
general. Nowadays, failures which affect society tend to be classed as
‘environmental’ issues. In fact, inmanypartsofthe world the point is fast
approaching where organisations either conform to society’s environ-
mental expectations, or they will no longer be allowed to operate. So quite
apart from any personal feelings which anyone may have on the issue.
environmental probity is becoming a prerequisite for corporate survival.
Chapter2explainedhow society’s expectations take the form of muni-
cipal, regional and national environmental standards. Some organisations
also have their own sometimes even more stringent corporate standards.
A failure mode is said tohave environmental consequences if it could lead
to the breach of any of these standards.

A failure mode has environmental consequences
if it causes a loss of function or other damage
which could lead to the breach of any known
environmental standard or regulation

Note that when considering whether a failure mode has safety orenviron-
mental consequences, we are considering whether one failure mode on its
own could have the consequences. This is different from part 6 of this
chapter, in which we consider the failure of both elements of a protected
system.

The Question of Risk

Much as most people would like to live in an environment where there is
no possibility at all of death or injury, it is generally accepted that there
is an element of risk in everything we do. In other words, absolute zero
is unattainable, even though itis a worthy target to keep striving for. This
immediately leads us to ask what is attainable.

To answer this question, we first need to consider the question of risk
in more detail.

Risk assessment consists of three elements. The first asks what could
happen if the event under consideration did occur. The second asks how
likely it is for the event to occur at all. The combination of these two ele-
ments provides a measure of the degree of risk. The third -- and often the
most contentious element ~ asks whether this risk is tolerable.
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For example, consider afailure mode which could result in death or injury to ten
people (what could happen). The probability that this failure mode could occur Is
one in a thousandin any one year (howlikely it is to occur). On the basis of these
figures, the risk associated with this failure is:
10 x (1in1000) = 1 casualty per 100 years

Now consider a second failure mode which could cause 1000 casualties, but the
probability that this failure could occur is one in 100 000 in any one year. The risk
associated with this failure is:

1000 x (1in 100 000) = 1 casualty per 100 years.
In these examples, the risk is the same although the figures upon which
it is based are quite different. Note also that these examples do not indi-
cate whether the risk is tolerable — they merely quantify it. Whether or
not the risk is tolerable is a separate and much more difficult question
which is dealt with later.

Note that throughout this book, the terms ‘probability’ (1 in 10 chance of
afailure inany one period) and ‘failure rate’ (once in ten periods on aver-
age, corresponding to a mean time between failures of 10 periods) are
used as ifthey are interchangeable when appliedto randomfailures. Strictly
speaking, this is not true. However, if the MTBF is greater than about 4
periods, the difference is so small that it can usually be ignored.

The following paragraphs consider each of the three elements of risk

in more detail.

What could happen if the failure occurred?

Two issues need to be considered when considering what could happen
if a failure were to occur. These are what actually happens and whether
anyone is likely to be hurt or killed as a result.

What actually happens if any failure mode occurs should be recorded
on the RCM Information Worksheet as its failure effects, as explained at
length in Chapter 4. Part 5 of Chapter 4 also listed a number of typical
effects which pose a threat to safety or the environment.

The fact that these effects could hurt or kill someone does not neces-
sarily mean that they will do so every time they occur. Some may even
occur quite often without doing so. However, the issue is not whether
such consequences are inevitable, but whether they are possible.
Forexample, ifthe hook were to fail on a travelling crane used to carry steel coils,
the falling load would only hurt or kill anyone who happened to be standing under
it or very close to it at the time. If no-one was nearby, then no-one would get hurt.

However, the possibility that someone could be hurt means that this failure mode
should be treated as a safety hazard and analysed accordingly.
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.
This example demonstrates the fact that the RCM process assesses safety
consequences at the most conservative level. If it is reasonable to assume
that any failure mode could affect safety or the environment, we assume
thatit can, in which case it must be subjected to further analysis. (We see
later that the likelihood that someone will gethurtis taken into considera-
tion when evaluating the tolerability of the risk.)

A more complex situationarises whendealing with safety hazards that
are already covered by some form of built-in protection. We have seen
thatone of the main objectives of the RCM processis toestablish the most
effective way of managingeach failure in the context of its consequences.
This can only be done if these consequences are evaluated to begin with
asifnothing wasbeing done tomanage the failure (in other words, to pre-
dict or prevent it or to mitigate its consequences).

Protective devices which are designed to deal with the failed or the
failing state (alarms, shutdowns and reliefsystems) are nothing more than
built-in failure management systems. As a result, to ensure that the rest
of the analysis is carried out from an appropriate zero-base, the conse-
quences of the failure of protected functions should ideally be assessed
as if protective devices of this type are not present.

For example, a failure which could cause a fire is always regarded as a safety

hazard, because the presence of a fire-extinguishing system does not necessar-
ily guarantee that the fire will be controlled and extinguished.

The RCM process can then be used to validate (or revalidate) the suitabi-
lity of the protective device itself from three points of view:

* itsability to provide the required protection. Thisis done by defining the
function of the protective device, as explained in Chapter 2

» whether the protective device responds fast enough to avoid the con-
sequences, as discussed in Chapter 7

» what must be done to ensure that the protective device continues to
Sfunction in its turn, as discussed in part 6 of this chapter and Chapter 8.

How likely is the failure to occur?

Part4 of Chapter 4 mentions that only failure modes which are reason-
ably likely tooccur in the context in question should be listed on the RCM
Information Worksheet. As a result, if the Information Worksheet has
been prepared on a realistic basis, the mere fact that the failure mode has
been listed suggests that there is some likelihood that it could occur, and
therefore that it should be subjected to further analysis.
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(Sometimes it may be prudent to list a wildly unlikely but nonetheless
dangerous failure mode in an FMEA, purely to place on record the fact
that it was considered and then rejected. In these cases, a comment like
“This failure mode is considered too unlikely to justify further analysis”
should be recorded in the failure effects column.)

Is the risk tolerable?

One of the mostdifficult aspects of the management of safety is the extent
to which beliefs about what is tolerable vary from individual to indivi-
dual and from group to group. A wide variety of factors influence these
beliefs, by far the most dominant of which is the degree of control which
any individual thinks he or she has over the situation. People are nearly
always prepared to tolerate a higher level of risk when they believe that
they are personally in control of the situation than when they believe that
the situation is out of their control.

For example, people tolerate much higher levels of risk when driving their own
carsthan they do as aircraftpassengers. (The extent to which this issue governs
perceptionsofriskis givenby the startling statisticthat 1 personin 11000000 who
travelsby airbetween New York and Los Angeles in the USA is likely to be killed
while doing so, while 1 personin 14 000 who makes the trip by road is likely tobe
killed.Andyetsomepeopleinsistonmakingthistrip by road becausetheybelieve
that they are ‘safer’l)

Thisexample illustrates therelationship between the probability of being
killed whichany one personis prepared to tolerate and the extent to which
that person believes he or she is in control. In more general terms, this
might vary for a particular individual as shown in Figure 5.2.

e \
Sy 10
_ >
£ c
Ec 10°
=2
22 107
%
o T~
<
o .Q
| believe | have | believe | have I believe L have | have no control,
complete control  some controland  no control, but and no c_houce about
(driving my car some choice | don't have to exposing mysglf
Figure 5.2: orin my home aboutexposing  exposemyself  and/or my family
Tolerability workshop) myself (on the site  (ina passenger (off-site exposure to
of fatal risk where | work) aircraft) industrial accidents)

wwwempediaeir

o dolidfd

Failure Consequences 99

-

The figures givenin thisexampleare not meant to be prescriptive and they
do not necessarily reflect the views of the author they merely illustrate
what one individual might decide that he or she is prepared to tolerate.
Note also that they are based on the perspective of one individual going
about his or her daily business. This view then has to be translated into a
degree of risk for the whole population (all the workers on a site, all the
citizens of a town or even the entire population of a country).

In other words, if | tolerate a probability of 1 in 100 000 (10°) of being killed at work
in any one year and | have 1 000 co-workers who all share the same view, then

we all tolerate that on average 1 person per year on our site will be killed at work
every 100 years — and that person may be me, and it may happen this year.

Bear in mind that any quantification of 1isk in this fashion can only ever
be a rough approximation. In other words, if I say I tolerate a probability of
107, itis never more than a ballpark figure. Itindicates that Iam prepared
to tolerate a probability of being killed at work whichis roughly 10 times
lower than that which I tolerate when I use the roads (about 104).
Always bearing in mind that we are dealing with approximations, the
next step is to translate the probability which myself and my co-workers
are prepared to tolerate that any one of us might be killed by any event at
work into a tolerable probability for each single event (failure mode or
multiple failure) which could kill someone.
For example, continuing the logic of the previous example, the probability thatany
one of my 1 000 co-workers will be killed in any one yearis 1 in 100 (assuming
that everyone on the site faces roughly the same hazards). Furthermore, if the
activities carried out on the site embody (say) 10 000 events which could kill
someone, thenthe average probability thateachevent could killone person must
be reduced to 10in any one year. This means that the probability of an event

which is likely to kill ten people must be reduced to 1077, while the probability of an
event which has a 1 in 10 chance of killing one person must be reduced to 10,

The techniques by which one moves up and down hierarchies of probabil-
ity in this fashion are known as probabilistic or quantitative risk assess-

ments. This approach is explored further in Appendix 3. The key points
to bear in mind at this stage are that;

* the decision as to what is tolerable should start with the likely victim.
How one might involve such ‘likely victims’ in this decision in the
industrial context is discussed later in this chapter

* it is possible to link what one person tolerates directly and quantita-
tively to a tolerable probability of individual failure modes.



100 Reliability-centred Maintenance

Although perceiveddegree of controlusually dominates decisions about
the tolerability of risk, it is by no means the only issue. Other factors
which help us decide what is tolerable include the following:

* individual values: To explore this issue in any depthis well beyond the
scope of this book. Suffice it to contrast the views on tolerable risk
likely to be held by a mountaineer with those of someone who suffers
from vertigo, or those of an underground miner with those of someone
who suffers from claustrophobia.

* industry values: While every industry nowadays recognises the need to
operate as safely as possible, there is no escaping the fact that some are
intrinsically more dangerous than others. Some even compensate for
higher levels of risk with higher pay levels. The views of any individual
who works in thatindustry ultimately boil down to his or her perception
of whetherthe intrinsicrisks are ‘worthit’ —inother words, whether the
benefit justifies the risk.

the effect on ‘future generations’: The safety of children — especially
unborn children — has an especially powerful etfect on peoples' views
aboutwhatis tolerable. Adults frequently display a surprising and even
distressing disregard for their own safety. (Witness how much time has
to be spent persuading some people to wear protective clothing.) How-
ever, threaten their offspring and their attitude changes completely.

For example, the author worked with one group which had occasion to discuss
the properties of a certain chemical. Words like ‘toxic’ and ‘carcinogenic’ were
treated with indifference, even though most of the members of this group were
the people most at risk. However, as soon as it emergedthat the chemical was
also mutagenic and teratogenic, and the meaning of these words was explained
to the group, the chemical was suddenly viewed with much greater respect.

knowledge: perceptions of risk are greatly influenced by how much
people know about the asset, the process of whichit forms partand the
failure mechanisms associated with each failure mode. The more they
know, the better their judgement. (Ignorance is often a two-edged sword.
In some situations people take the most appalling risks out of sheer
ignorance, while in others they wildly exaggerate the risks —also out of
ignorance. On the other hand, we need to remind ourselves constantly
of the extent to which familiarity can breed contempt.)

A great many other factors also influence perceptions of risk, such as the
value placed on human life by different cultural groups, religious values
and even factors such as the age and marital status of the individual.
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All of these factors mean that it is impossible to specify a standard of
tolerability forany risk which isabsolute and objective. This suggests that
the tolerability of any risk can only be assessed on a basis which is both
relative and subjective — ‘relative’ in the sense that the risk is compared
withotherrisks about which there is a fairly clear consensus, and ‘subjec-
tive’ inthe sense thatthe whole question is ultimately a matter 0fjudgemént.
But whose judgement?

Who should evaluate risks?

The very diversity of the factors discussed above mean that it is simply
not possible for any one person - or even one organisation - to assess risk
in a way which will be universally acceptable. If the assessor is too con-
servative, people will ignore and may even ridicule the evaluation. If the
assessor is too relaxed, he or she might end up being accused of playing
with people's lives (if not actually killing them).

This suggests further that a satisfactory evaluation of risk can only be
done by a group. As far as possible, this group should represent people
whoare likely to have aclear understanding of the failure mechanism, the
failureeffects (especially the nature of any hazards), the likelihood of the
failure occurring and what possible measures can be taken to anticipate
orpreventit. The group should also include people who have a legitimate
view on the tolerability or otherwise of the risks. This means represen-
tatives of thelikely victims (most often operators or maintainers in the case
of direct safety hazards) and management (who are usually held account-
able if someone is hurt or if an environmental standard is breached).

Ifitis applied in a properly focused and structured fashion, the collec-
tive wisdom of such a group will do much to ensure that the organisation
doesits best toidentify and manage all the failure modes that could affect
safety or the environment. (The use of such groups is in keeping with the
worldwide trend towards laws which say that safety is the responsibility
of all employees, not just the responsibility of management.)

Groups of this nature can usually reach consensus quite quickly when
dealing withdirectsafety hazards, because they include the people atrisk.
Environmental hazards are not quite so simple, because society at large
is the ‘likely victim’ and many of the issues involved are unfamiliar. So
any group which is expected to consider whether a failure could breach
anenvironmental standard or regulation must find out beforehand which
of these standards and regulations cover the process under review.
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Safety and Proactive Maintenance

If a failure could affect safety or the environment, the RCM process stipu-
lates that we must try to prevent it. The above discussion suggests that:

For failure modes which have safety or environmental con-
sequences, a proactive task is only worth doing if it reduces
the probability of the failure to a tolerably low level

If a proactive task cannot be found which achieves this objective to the

satisfaction of the group performing the analysis, we are dealing with a

safety or environmental hazard which cannot be adequately anticipated

or prevented. This means that something must be changed in order to

make the systemsafe. This ‘something’ could be the assetitself, a process

or an operating procedure. Once-off changes of this sort are classified as

‘redesigns’, and are usually undertaken with one of two objectives:

* to reduce the probability of the failure occurring to a tolerable level

* tochange things so thatthe failure no longer has safety orenvironmen-
tal consequences.

The question of redesign is discussed in more detail in Chapter 9.

Note that when dealing with safety and environmental issues, RCM
doesnotraisethe question of economics. If itis not safe we have an obli-
gation either to prevent it from failing, or to make it safe. This suggests
thatthe decision process for failure modes which have safety or environ-
mental consequences can be summarised as shown in Figure 5.3 below:

Figure 5.3: Yes Yes No
Identifying and l
developing a

maintenance See Parts
strategy for a 4 and 5 of
failure which this chapter

affects safety or
the environment
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The basis on which we dctermine the techmical feasibility and frequency
of different types of prouctive task is discussed in Chaplers 6 and 7.

RCM and Safety Legislation

A question oflen arises conceming the relationship betwecn RCM and
safely legisiation {environmental legislation is dealt with directly).

Nowadays, most legislation governing safety merely demands that
users are able to demonstrate that they are doing whatever is prudent to
ensure that their assets are safe. This has led o rapidly increasing cmpha-
sis onthe conceptof an aeelit trail, which basically requires users of assets
to be able to produce documentary evidence that thereis a rational, defen-
sible basis for their maintenance programs. In the vast majoniy of cases,
RCM wholly satisfiles this typc of requirement.

However. some regulations demand that specific tasks should bc done
on specific types of cquipment al specific intervals. If the RCM process
suggests a different lask and/or a different interval. it is wise to conlinue
doing the ask spccified by the legislation and to discuss the suggested
changc with the appropriate regulatory authority.

5.4 Operational Consequences

How Failures Affect Operations

Theprimary function of mostequipmentinindustry is connected in seme
way with the need to earn revenue or (0 support reveilue eaming activities.
For example, the primary function of most of the assels used in manufacturing is

to add value to materials, while customers pay directly foraccess to telecommuni-
cations and transport equipment (buses, trucks, trains or aircraf).

Failures which aftfect the prmmary functions of these assets affect the
revenue-earning capability of the organization. The magnitude of these
cffects depends on how heavilytheequipment isloaded and the availabil-
ity of alternalives. However, in nearly all cases the effeclts are gicater —
often much greater - than the cest of repairing the failures. This is also
true of equipment in service industries such as entcrtainment, commerce
and even banking.

For example, if the lights fail at a ball game,. fans lend to want their money back.

The same applies if projectors fail at the movies. If the air-conditioning fails in a
shop or restaurant. customers walk out. Banks lose business if their ATM's fail.
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In general, failures affect operations in four ways:

* they affect total output. This occurs when equipment stops working
altogether or when it works too slowly. This results either in increased
production costs if the plant has to work extra time to catch up, or lost
sales if the plant is already fully loaded.

* they affect product quality. If a machine can no longer hold manufac-
turing tolerances or if a failure causes materialstodeteriorate, the likely
result is either scrap or expensive rework. In a more general sense,
"quality" also covers concepts such as the precision of navigation sys-
tems, the accuracy of targeting systems and so on.

they affect customer service. Failures affect customer service in many
ways, ranging from the late delivery of orders to the late departure of
passenger aircraft. Frequent or serious delays sometimes attract heavy
penalties, but in most cases they do not result in an immediate loss of
revenue. However chronic service problems eventually cause customers
to lose confidence and take their business elsewhere.

increased operating costs in addition to the direct cost of repair. For
instance, the failure might lead to the increased use of energy orit might
involve switching to a more expensive alternative process.

In non-profit enterprises such as military undertakings, certain failures
can also affect the ability of the organisation to fulfil its primary function
sometimes with devastating results.

“For want of a nail, a shoe was lost. For want of a shoe, a horse was lost. For want

ofahorse, amessage waslost. For wantof amessage, a battle waslost. For want
of a battle, a war was lost. All for want of a horseshoe nail.”

While it may be difficult to cost out the results of losing a war, failures
of this sort still have economic implications at a more mundane level. If
they occur too often, it may be necessary tokeep (say) twohorsesinorder
to ensure that one will be available to do the job — or sixty battle tanks
instead of fifty —orsix aircraftcarriersinstead of five. Redundancy onthis
scale can be very expensive indeed.

The severity of these consequences mean thatif an evident failure does
not pose a threat to safety or the environment, the RCM process focuses
next on the operational consequences of failure.

A failure has operational consequences if it has a
direct adverse effect on operational capability
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As we have seen, these consequences tend to be economic in nature, so
they are usually evaluated in economic terms. However, in certain more
extreme cases (such aslosing a war), the ‘cost’ may have to be evaluated
on a more qualitative basis.

Avoiding Operational Consequences

The overall economic effect of any failure mode which has operational
consequences depends on two factors:

* how much the failure costs each time it occurs, in terms of its effect on
operational capability plus repair costs

* how often it happens.

In the previous section of this chapter, we did not pay much attention to
how often failures are likely to occur. (Failure rates have little bearing on
safety-related failures, because the objective in these cases is toavoid any
failures on which tobase arate.) However, if the failureconsequences are
economic, the total cost is affected by how often the consequences are
likely to occur. In other words, to assess the economic impact of these
failures, we need to assess how much they are likely to cost over a period
of time.

Consider for example the Pump can (———=—==-

pump shown in Figure 2.1 deliver up

and again in Figure 5.4. tliotrlas(,)g(f)

The pump is controlled by water per

one float switch which ac- Coo e L minute '
tivates it when the level in L X . : I
Tank Y drops to 120 000 ‘ :< Offtake from tank:

litres, and another thattums 800 litres/minute

it off when thelevelin Tank
Y reaches 240000 litres. A
low level alarm is located
justbelow the 120 000 litre level. If the tank runs dry, the downstream process has
to be shut down. This costs the organisation using the pump £5 000 per hour.

Figure 5.4: Stand-alone pump

FALUREWOBE |

Bearing seizes due to
normal wear and tear

o  FAILUREEFFECT , .
Motor trips but no alarm sounds in control room. Level in
tank drops until low level alarm sounds at 120 000 litres.
Downtime to replace the bearing 4 hours. (The mean
time between occurrences of this faifure mode is about
3years.)

Figure 5.5: FMEA for bearing failure on the stand-alone pump
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Assume thatit has already been agreed that one failure mode which can affect
thispump is ‘Bearing seizes due to normal wear and tear’. For the sake of simpli-
city, assume that the motor on this pump is equipped with an overload switch, but
there is no trip alarm wired to the control room.

This failure mode and its effects might be described on an RCM Information
Worksheet as shown in Figure 5.5 above.

Water is drawn out of the tank at arate of 800litres per minute, so the tank runs
dry 2.5 hours after the low level alarm sounds. Ittakes 4 hours toreplace the bear-
ing, so the downstream process stops for 1.5 hours. So this failure costs:

1.5 x £5000 = £7 500
in lost production every three years, plus the cost of replacing the bearing.

Assume that it is technically feasible to check the bearing for audible noise
once a week (the basis upon which we make this kind of judgement is discussed
at length in the next chapter). If the bearing is found to be noisy, the operational
consequences of failure can be avoided by ensuring that the tank is full before
startingwork on the bearing. This provides five hours of storage so the bearingcan
now be replaced in four hours without interfering with the downstream process.

Assume also that the pump is located in an unmanned pumping station. It has
been agreed that the check should be carried out by a maintenance craftsman,
andthatthe totaltime neededtodoeach checkistwenty minutes. Assume further
thatthe total cost of employing the craftsmanis £24 per hour, inwhich caseitcosts
£8 to perform each check. If the MTBF of the bearing is 3 years, he will do about
150 checks per failure. In other words, the cost of the checks is:

150 x £8 = £1 200
every three years, again plus the cost of replacing the bearing.

Inthis example, the scheduled task is clearly cost-effective relative to the
cost of the operational consequences of the failure plus the cost of repair.
This suggests that if a failure has operational consequences, the basis for
deciding whetheraproactive task is worth doingis economic,asfollows:

For failure modes with operational consequences, a
proactive task is worth doing if, over a period of time, it
costs less than the cost of the operational consequences plus
the cost of repairing the failure which it is meant to prevent

Conversely, if a cost-effective proactive task cannot be found, then it is
notworthdoing any scheduled maintenance totry to anticipate or prevent
the failure mode under consideration. In some cases, the most cost-effec-
tive option at this point might simply be to decide to live with the failure.
However, if a proactive task cannot be found and the failure conse-
quences are still intolerable, it may be desirable to change the design of
the asset (or to change the process) in order to reduce total costs by:
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* reducing the frequency (and hence the total cost) of the failure
* reducing or eliminating the consequences of the failure
* making a proactive task cost-effective.

Redesign is discussed in more detail in Chapter 9.

Note that in the case of a failure mode with safety and environmental
consequences, the objective istoreducethe probability of the failuretoa very
low level indeed. In the case of operational consequences, the objective
is to reduce the probability (or frequency) to an economically tolerable
level. As mentioned at the start of part 3 of this chapter, this frequency is
likely to be several orders of magnitude greater than we would tolerate for
most safety hazards, so the RCM process assumes that a proactive task
which reduces the probability of a safety-related failure to a tolerable
level will also deal with the operational consequences of that failure.

Tobegin with, we again only consider the desirability of making changes
after we have established whether it is possible to extract the desired
performance from the asset as it is currently configured. However, in this
case modifications alsoneed to be cost-justified, whereas they were the com-
pulsory default action for failure modes with safety or environmental
consequences.

In the light of these comments, the decision process for failures with
operational consequences can be summarised as shown in Figure 5.6:

Does the failure mode have
~adirect adverse effect on
operational capability?

T

]
Ytlas Nlo
See Part 5
of this

chapter
T — Figure 5.6:
- —— — - - identifying and
- If a cost-effective proactive task . developing a
cannot be found, the default decision maintenance
is no scheduled maintenance... strategy for a
—_— l . failure which
has operational

.butit might be worth redesigning the asset

wort consequences
or changing the process to reduce total costs
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Note that this analysis is carried out for each individual failure mode, and
not for the assetas a whole. Thisisbecause eachproactivetask is designed
to prevent a specific failure mode, so the economic feasibility of each task
can only be compared to the costs of the failure mode which it is meant
to prevent. In each case, it is a simple go/no go decision.

In practice, when assessing individual failure modes in this way, it is
not always necessary to do a detailed cost-benefit study based on actual
downtime costs and MTBF's as shown in the example on Page 106. This
is because the economic desirability of proactive tasks is often intuitively
obvious when assessing failure modes with operational consequences.

However, whéther or not the economic consequences are evaluated
formally or intuitively, this aspect of the RCM process must still be applied
thoroughly. (In fact, this step is surprisingly often overlooked by people
new to the process. Maintenance people in particular have a tendency to
implement tasks on the basis of technical feasibility alone, which results
in elegant but excessively costly maintenance programs.)

Finally, bear in mind that the operational consequences of any failure
are heavily influenced by the contextin which the assetis operating. This
is yet another reason why care should be taken to ensure that the context
is identical before applying a maintenance program developed for one
asset to another. The key issues were discussed in Part 3 of Chapter 2.

5.5 Non-operational Consequences

The consequences of an evident failure which hasno direct adverse effect
onsafety, the environment or operational capability are classified as non-
operational. The only consequences associated with these failures are the
direct costs of repair, so these consequences are also economic.

Consider for example the pumps shownin Figure 5.7. This set-up s similar to that

shown in Figure 5.4, except that there are now two pumps (both identical to the
pump in Figure 5.4).

F(’jurlnps can

- eliver u

Figure 5.7: 10 1 000p

Pump with litres of

stand-by water per Offtake from

minute tank: 800

litres/minute
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The duty pump is switched on by one float switch when the level in Tank Y
drops to 120 000 litres, and switched off by another when the level reaches 240
000litres. A third switchislocated just below the low level switch of the duty pump,
and this switch is designed both to sound an alarmin the control room if the water
level reaches it, and to switch on the stand-by pump. If the tank runs dry, the
downstream process has to be shut down. This also costs the organisation which
uses the pump £5 000 per hour.

As before, assume that it has been agreed that one failure mode which can
affectthe duty pumpis ‘bearing seized’, and that this seizure is caused by normal
wear and tear. Assume that the motor on the duty pump is also equipped with an
over-load switch, but again there is no trip alarm wired to the control room. This
failure mode and its effects might be described on an RCM Information Work-
sheet as shown in Figure 5.8:

FAILURE MODE

1 | Bearing seizes due to
normal wear and tear

FAILURE EFFECT

Motor trips but no alarm sounds in control room. Level in
tank drops until low level alarm sounds at 120 000 litres,
and stand-by pump is switched on automatically. Time
required to replace the bearing 4 hours. (The mean time
between occurrences of this failure is about 3 years.)

Figure 5.9: FMEA for failure of bearing on duty pump with stand-by

In this example, the stand-by pump is switched on when the duty pump fails, so
the tank does not run dry. So the only cost associated with this failure is:
the cost of replacing the bearing.

Assume however thatitis still technically feasibleto check the bearing for audible
noise once a week. If the bearing were found to be noisy, the operators would
switch over manually to the stand-by pump and the bearing would be replaced.

Assume that these pumps are also located in an unmanned pumping station,
and that it has again been agreed that the check — which also takes twenty min-
utes — should be done by a maintenance craftsman at a cost of £8 per check. So
once again, he willdo about 150 checks per failure. In other words, the cost of the
proactive maintenance program per failure is:

150 x £8 = £1 200 plus the cost of replacing the bearing.

Inthis example, the cost of doing the scheduled task is now much greater
than the costof notdoing it. As aresult, itis not worth doing the proactive
task even though the pump is technically identical to the pump described
in Figure 5.3. This suggests thatitis only worth trying to prevent a failure
which has non-operational consequences if, over a period of time, the cost
of the preventive task is less than the cost of correcting the failure. If it is
not, then scheduled maintenance is not worth doing.

For failure modes with non-operational consequences, a pro-
active task is worth doing if over a period of time, it costs less
than the cost of repairing the failures it is meant to prevent
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If a proactive task is not worth doing, then in rare cases a modification
might bejustified for much the same reasons asthose which apply tofail-
ures with operational consequences.

Further Points Concer ning Non-oper ational Consequences

Two more points need to be considered when reviewing failures with
non-operational consequences, asfollows:

* secondadgmage: Somefailure rnodescause considerable secondary
damageif they are not anticipated or prevented, which addsto the cost
of repairing them. A suitable proactive task could make it possible to
prevent or anticipate thefailureand avoid thisdamage. However, such
atask isonly justified if thecost of doing it is less than the cost of re-
pairing the failure and the secondary damage.

For example, inFigure 5.7 the description of the failure effects suggeststhatthe

seizure of the bearing causes no secondary damage. If this is so, then the

analysisis valid.However, if the unanticipatedfailure of the bearing alsocauses

(say) the shaft to shear, then a proactive task which detects imminent bearing

failure would enable the operators to shut down the pump before the shaft is

damaged. In this case the cost of the unanticipated faiture of the bearing is:
the cost of replacing the bearing and the shaft.

On the other hand, the cost of the proactive task (per bearing failure) is still:

f1 200 plus the cost of replacing the bearing.
Clearly, the task is worth doing if it costs more than f 1 200 to replace the shaft.
If it costs less than f1 200, then this task is still not worth doing.

protected functionét isonly valid to say that afailure will have non-

operational consequences because a stand-by or redundant component

isavailableif it is reasonable to assume that the protective device will

be functional when thefailure occLIrs Thisof course meansthat asuit-
able maintenance program must beapplied to the protectivedevice(the
stand-by pump in theexample given above). Thisissueisdiscussed at
length in the next part of this chapter.

If the consequencesof the multiplc failure of a protected system are
particul;trly serious, it rnay be worth trying to prevent thefailure of the
protected functionaswell asthe protective devicein order toreduce the
probability of the multiplefailure to atolerable level. (Asexplained on
Page 97, if the rni~Itipl éailure has safety consequences, it may bewise
toassessconseguencesasif the protection wasnot present at all, and then
to revalidate the protection as part of the task selection process.)
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5.6 Hidden Failure Consequences

Hidden Failuresand Protective Devices

Chapter 2 mentioned that the growth in the number of ways in which
equipment can fail has led to corresponding growth in the variety arid
severity of failure consequenceswhich fall into the evident categories. It
also mentioned that protective devices are being used increasingly in an
atempt to eliminate (or at least reduce) these consequences,and explained
how these devices work in one of five ways:

« to alert operators to abnormal conditions

* to shut down the equipment in the event of afailure

« toeliminateor relieve abnormal conditions which follow j failureand
which might otherwise cause much more serious damage

* to take over from afunction which hasfailed

* to prevent dangerous situations from arising.

In essence, the function of these devices is to ensure that the conse-

guences of thefailure of the protected function aren~i ~lehs serious than

they would be if there were no protection. So any protective device isin

fact part of asystem with at least two components:

« the protective device

« the protected function.

For example, Pump C in Figure 5.7 can be regarded as a protective device, be-

causeit 'protects'the pumping function if Pump B should fail. Pump Bis of course

the protected function.

Theexistence of suchasystem creates two setsof failure possihilities, de-

pending on whether the protective deviceisfail-safe or not. We consider

the implications of each set in the following paragraphs, starting with

devices which are fail-safe.

Fuil-saje protective devices
Inthiscontext, fail-safe meansthat thefailureof thedeviceonitsown will
become evident to the operating crew ~Indenor~natirctrnixtances

Zrz the context of thishook, a 'fail-safe’ device is
one whose failure on its own will become evident to
the operating crew under norrnal circurnstances
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This means that in a system which includes a fail-safe protective device,
there are three failure possibilities in any period, as follows.

The first possibility is that neither device fails. In this case everything
proceeds normally.

The second possibility is that the protected function fails before the
protective device. In this case the protective device carries out its inten-
ded function and, depending on the nature of the protection, the conse-
quences of failure of the protected function are reduced or eliminated.

The third possibility is that the protective device fails before the pro-
tected function, This would be evident because if it were not, the device
would not be fail-safein the sense defined above. If normal good practice
is followed, the chance of the protected device failing while the protective
device is in a failed state can be almost eliminated, either by shutting
down the protected function or by providing alternative protection while
the failed protective device is being rectified.

Forinstance, an operatorcould be asked to keep an eye on a pressure gauge —
and his finger by a stop button — while a pressure switch is being replaced.
This means that the consequences of the failure of a fail-safe protective
device usually fall into the ‘operational’ or ‘non-operational’ categories.
This sequence of events is summarised in Figure 5.9.

2: Protected function is shut down or other protection

_dime . provided while protective device is under repair. This
i reduces probability of multiple failure to near zero.
Protected . Protected |
function fi 7 T 4: if protected function fails here,
| protective device acts to reduce
Protective y or eliminate consequences
device 1: Failure of "fail- 3: Protective device
safe" device is reinstated: situation
evidentimmediately back to normal

Figure 5.9: Failure of a "fail-safe” protective device

Protective devices which are not fail-safe

In a system which contains a protective device which is not fail-safe, the
fact that the device is unable to fulfil its intended function is not evident
under normal circumstances. This creates four failure possibilities in any
given period, two of which are the same as those which apply to a fail-safe
device. The first is where neither device fails, in which case everything
proceeds normally as before.
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The secondpossibility isthatthe protected function fails at atime when
the protective device is still functional. In this case the protective device
also carries out its intended function, so the consequences of the failure
of the protected function are again reduced or eliminated altogether.
Forinstance, consider a pressure relief valve (the protective device) mountedon
a pressure vessel (the protected function). If the pressure rises above tolerable
limits, the valve relieves and soreducesor eliminates the consequences of the over-
pressurisation. Similarly, if Pump B in Figure 5.7 fails, Pump C takes over.
The third possibility is that the protective device fails while the protected
function is still working. In this case, the failure has no direct consequen-
ces. In factno-one even knows that the protective device is in a failed state.
For example, if the pressure relief valve was jammed shut, no-one would be
aware of the fact as long as the pressure in the vessel remained within normal

operating limits. Similarly, if Pump C were to fail somehow while Pump B was still
working, no-one would be aware of the factunless or until Pump B also failed.

The abovediscussion suggests that hidden functions can beidentified by
asking the following question:

Will the loss of function caused by this failure
mode on its own become evident to the
operating crew under normal circumstances?

If the answer to this question is no, the failure mode is hidden. If the answer
is yes, itisevident. Note that in this context, ‘on its own’ means that nothing
else has failed. Note also that we assume at this point in the analysis that
no attempts are being made to check whether the hidden function is still
working. Thisis because such checks are a form of scheduled maintenance,
and the whole purpose of the analysis is to find out whether such mainte-
nance is necessary. These two issues are discussed in more detail later in
this chapter.

The fourth possibility during any one cycle is that the protective device
Jfails, then the protected function fails while the protective device is in a
failed state. This situation is known as a multiple failure. (This is a real
possibility simply because the failure of the protective device is not
evident, and so no-one would be aware of the need to take corrective - or
alternative — action to avoid the multiple failure.)

A multiple failure only occurs if a protected function
fails while the protective device is in a failed state
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AAAAAAAA Time . 2: No action taken to shut down the protected
- function or to provide other protection
Protecfted Prote_cted — “L 3: If protected function
function function operating | fails here, the result is
-without protection a multiple failure
Protective | because no-one I
device | 774 —1. knows that the |
evi 1: Failure of non-fail- 1 srotective device
safe device is not i
. has failed |
evident to operators

Figure 5.10:
Failure of a protective device whose function is hidden

The sequence of events which leads to a multiple failure is summarised
in Figure 5.10.:

In the case of the reliefvalve, if the pressure in the vesselrises excessively while
the valve is jammed, the vessel will probably explode (unless someone acts very
quickly or unless there is other protection in the system). If Pump B fails while
Pump C is in a failed state, the result will be total loss of pumping.

Given that failure prevention is mainly about avoiding the consequences
of failure, this example also suggests that when we develop maintenance
programs for hidden functions, our objective is actually to prevent — or at
least to reduce the probability of — the associated multiple failure.

The objective of a maintenance program for a
hidden function is to prevent — or at least to reduce
the probability of — the associated multiple failure

How hardwe tryto prevent the hidden failure depends on the consequen-
ces of the multiple failure.

For example, Pumps B and C might be pumping cooling water to a nuclear re-
actor. Inthis case, if the reactor could not be shut down fast enough, the ultimate
consequences of the multiple failure could be a melt-down, with catastrophic safety,
environmental and operational consequences.

On the other hand, the two pumps might be pumping water into a tank which
has enough capacity to supply a downstream process for two hours. In this case,
the consequence of the multiple failure would be that production stops after two
hours, and then only if neither of the pumps could be repaired before the tank ran
dry. Further analysis might suggest that at worst, this multiple failure might cost
the organisation (say) £2 000 in lost production.

In the first of these examples, the consequences of the multiple failure are
very serious indeed, so we would go to great lengths to preserve the inte-
grity of the hidden function. In the second case, the consequences of the
multiple failureare purely economic, and how muchitcostswouldinfluence
how hard we would try to prevent the hidden failure.
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Further examples of hidden failures and the multiple failures which
could follow if they are not detected are:

* vibration switches: A vibration switch designed to shut down a large
fan might be configured in such a way that its failure is hidden. How-
ever, this only matters if the fan vibration rises above tolerable limits
(a second failure), causing the fan bearings and possibly the fan itself
to disintegrate (the consequences of the multiple failure).

ultimate level switches: Ultimate level switches are designed toactivate
an alarm or shut down equipment if a primary level switch fails to
operate. In other words, if an ultimate low level switch jams, there are
no consequences unless the primary switch also fails (the second fail-
ure), in which case the vessel or tank would run dry (the consequences
of the multiple failure).

* fire hoses: The failure of a fire hose has no direct consequences. It only
matters if there is a fire (a second failure), when the failed hose may re-
sult inthe place burning down and people being killed (the consequence
of the multiple failure).

Other typical hidden functions include emergency medical equipment,
most types of fire detection, fire warning and fire fighting equipment,
emergency stop buttons and trip wires, secondary containment structures,
pressure and temperature switches, overload or overspeed protection
devices, stand-by plant, redundant structural components, over-current
circuit breakers and fuses and emergency power supply systems.

The Required Availability of Hidden Functions

So far, this part of this chapter has defined hidden failures and described
the relationship between protective devices and hidden functions. The
next question involves a closer look at the performance we require from
hidden functions.

One of the most important conclusions which has been drawn so far is
that the only direct consequence of a hidden failure is increased exposure
to the risk of a multiple failure. Since it is the latter which we most wish
toavoid, a key element of the per formance required from a hidden function
must be connected with the associated multiple failure.

We have seen that where a system is protected by a device which is not
fail-safe, a multiple failure only occurs if the protected device fails while
the protective device is in a failed state, as illustrated in Figure 5.10.
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So the probability of a multiple failure in any period must be given by
the probability that the protected function will fail while the protective
device is in a failed state during the same period. Figure 5.11 shows that
this can be calculated as follows:

Probability of a
multiple failure

Probability of failure of
the protected function

Average unavailability
of the protective device

The tolerable probability of the multiple failure is determined by the users
of the system, as discussed in the next part of this chapter and again in
Appendix 3. The probability of failure of the protected function is usually
a given. So if these two variables are known, the allowed unavailability
of the protective device can be expressed as follows:

Probability of a multiple failure
Probability of failure of the protected function

Allowed unavailability of the protective device =

So a crucial element of the performance required from any hidden func-
tion is the availability required to reduce the probability of the associated
multiple failure to a tolerable level. The above discussion suggests that
this availability is determined in the following three stages:

* first establish what probability the organisation is prepared to tolerate
for the multiple failure

* thendetermine the probability that the protected function will failin the
period under consideration (this is also known as the demand rate)

» finally, determine what availability the hidden function must achieve
to reduce the probability of the multiple failure to the required level.

When calculating the risks associated with protected systems, there is
sometimes a tendency toregard the probability of failure of the protected
and protective devices as fixed. This leads to the belief that the only way
to change the probability of a multiple failure is to change the hardware
(in other words, to modify the system), perhaps by adding more protec-
tion or by replacing existing components with ones which are thought to
be more reliable.

Infact, thisbeliefisincorrect,because it is usually possibletovary both
the probability of failure of the protected function and (especially) the
unavailability of the protective device by adopting suitable maintenance
and operating policies. As aresult, it is also possible to reduce the proba-
bility of the multiple failure to almost any desired level within reason by
adopting such policies. (Zero is of course an unattainable ideal.)
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Figure5.11:
CALCULATING THE *PROBABILITY OF A MULTIPLE FAILURE

The *probability that a protected function willfailin any period is the inverse of its
mean time between failures, as illustrated in Figure 5.11a below:

Figure 5.11a: Probability

and protected functions If the mean time between unanticipated failures of the

protected function is 4 years and the measuring period is

one year, then the “probability that the protected function
Protected will fail in this period is 1 in 4 ’ .
function # Fails
Protective v -
device —X Fails
= Measuring period

Theprobability thatthe protective device willbe in a failed stateat any time is given
by the percentage of time which itis in a failed state. This is of course measured
by its unavailability (also known as downtime or fractional dead time), as shown
in Figure 511b below:

< Measuring period
Protected .
function * Fails
Protective 3 '
device % Failed
If the average unavailability of the protective

device is 33%, then the probability that it will
be in a fafled state at any pointin time is 1in 3
Figure 5.11b:
Probability and protective devices

The probability of the multiple failure is calculated by multiplying the probability
of failure of the protected function by the average unavailability of the protective
device. For the case described in Figure 5.11(a) and (b) above, the probability of
a multiple failure would be as indicated in Figure 511(c) below:

®ne year =S |
Protected Probability of failure in any one year = 1in 4 o
function Fails
. o Unavailability | 33%
Protective Availability 67% i
device X Chaledy

The *probability of a multiple
failure in any one year:

Figure 5.11c: ; ¢ A
1in4 x1in3 = 1in 12

Probability of a multiple failure

* See note on page 96
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Forexample, the consequences of both pumpsin Figure 5.7 beingin a failed state
may be suchthatthe users arepreparedtotoleratea probability of multiple failure
of less than 1 in 1 000 in any one year (or 10%). Assume that it has also been
estimated that if the duty pump is suitably maintained, the mean time between
unanticipated failures of the duty pump can be increased to ten years, which
corresponds to a probability of failure in any one year of one in ten, or 10-.

Sotoreduce the probability of the multiple failure to less than 103, the unavail-
ability of the stand-by pump must not be allowed to exceed 102, or 1%. In other
words it must be maintained in such a way that its availability exceeds 99%. This
is illustrated in Figure 5.12 below.

= One year |
Protected Probability of failure in any one year reduced to 1 in 10 % Fail
function ans
Protective Avallability 99% Unavailability 1 %§
device
The probability of a multiple

failure in any one year now:
1in 10 x1in 100 = 1in 1000

Figure 5.12:

Desired availability of a protected device
In practice, the probability which is considered to be tolerable for any
multiple failure depends on itsconsequences.Inthe vastmajority of cases
the assessment has to be made by the users of the asset. These consequen-
ces vary hugely from system to system, so what is deemed to be tolerable
varies equally widely. To illustrate this point, Figure 5.13 suggests four
possible such assessments for four different systems:

Failure of Failed State Multiple Tolerable
Protected of Protective Failure Rate of Multiple
Function Device Failure

Spelling mistake 10 per month?

Spell-checker in a
undetected

word-processing

Spelling error
in interoffice

memo or program unable
e-mail to detect errors
10kW motor Trip switch Motor burns out: 1in 50 years?
on pump B jammed in £500 to rewind
overloaded closed position
Duty Stand-by Total loss of pumping 1in1 000
pump B pump C capability: £10 000 years?
fails failed in lost production
Boiler over- Relief valves Boiler blows up: 1in 10 000 000

pressurised jammed shut 10 people die years?

Figure 5.13: Multiple failure rates
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As before, these levels of tolerability are not meant to be prescriptive and do
not necessarily retlect the views of the author. They are meant to demon-
strate thatinany protected system, someone must decide what is tolerable
before it is possible to decide on the level of protection needed, and that
this assessment will differ for different systems.

Part 3 of this chapter suggested that if the multiple failure could affect
safety, ‘someone’ shouldbe a group whichincludes representatives of the
likely victims together with their managers. This is also true of multiple
failures which have economic consequences.

Forinstance, in the case of the spelling error, the ‘likely victim’ is the author of the
correspondence. In most organisations, the consequences are likely to be no more
than mild embarrassment (if anyone even notices the error). In the case of the
electric motor, the person most likely to be held accountable (in other words, the
‘likely victim’) will either be the manager responsible for the maintenance budget,
or the maintenance manager in person. In the case of loss of pumping, the larger
sums involved mean that higher levels of management should become involved
in setting tolerability criteria.

Figure 5.13 also suggests that the probabilities which any organisation
might be prepared to tolerate for failures which have economic conse-
quences tend to decrease as the magnitude of the consequences increases.
This further suggests that it should be possible for any organisation to
develop a schedule of tolerable ‘standard’ economic risks which could in
turn be used to help develop maintenance programs designed to deliver
those risks. This might take the form shown in Figure 5.14.

]
107
102
10°
10°
10°
10°

T~

Probability which we tolerate
of any one event in any one

year

£1000 £10 000

Cost of any one event

Trivial Upto
{no cost) £100

£100000 £1 million £10 million
and over

Figure 5.14: Tolerability of economic risk

Yet again, please note that these levels of tolerability are not meant to be
prescriptive and are not meant to be any kind of proposed universal
standard. The economicrisks whichany organisation is prepared to tolerate
are quite literally that organisation's business.
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Figures 5.2 and 5.14 suggest that it might be possible to produce a
schedule of risk which combines safety risks and economic risks in one
continuum. How this might be done is discussed in Appendix 3.

Insome cases, it may be unnecessary — indeeditis sometimes impossible
~to performa rigorous quantitative analysis of the probability of multiple
failure in the manner described above. In such cases, it may be enough to
make a judgment about the required availability of the protective device
based on a qualitative assessment of the reliability of the protected func-
tion and the possible consequences of the multiple failure. This approach
isdiscussed furtherin Chapter 8. However, if the multiple failure is parti-
cularly serious, then a rigorous analysis should be performed.

The following paragraphs consider in more detail how it is possible to
influence:

- the rate at which protected functions fail
- the availability of protected devices.

Routine Maintenance and Hidden Functions

In a system which incorporates a non-fail-safe protective device, the pro-
bability of a multiple failure can be reduced as follows:

« reduce the rate of failure of the protected function by:
* doing some sort of proactive maintenance
* changing the way in which the protected function is operated
* changing the design of the protected function.

* increase the availability of the protective device by
* doing some sort of proactive maintenance
* checking periodically if the protective device has failed
* modifying the protective device.

Prevent the failure of the protected function

We have seen that the probability of a multiple failure is partly based on
the rate of failure of the protected function. This could almost certainly
be reduced by improving the maintenance or operation of the protected
device, or even (as a last resort) by changing its design.

Specifically, if the failures of a protected function can be anticipated
orprevented, the mean time between (unanticipated) failures of this func-
tion would be increased. This in turn would reduce the probability of the
multiple failure.
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For example, one way to prevent the simultaneous failure of Pumps B and C is
to try to prevent unanticipated failures of Pump B. By reducing the number of
these failures, the mean time between failures of Pump Bwouldbe increased and
so the probability of the multiple failure would be correspondingly reduced, as
shown in Figure 5.12.

However, bear in mind that the reason for installing a protective device
is that the protected function is vulnerable to unanticipated failures with
serious consequences.

Secondly, if no action is taken to prevent the failure of the protective
device, it will inevitably fail at some stage and hence cease to provide any
protection. After this point, the probability of the multiple failure is equal
to the probability of the protected function failing on its own.

This situation must be intolerable, or a protective device would not
have been installed to begin with. This suggests that we must at least try
to find a practical way of preventing the failure of protective devices
which are not fail safe.

Prevent the hidden failure

Inorderto preventa multiple failure, we must try to ensure that the hidden
functionis notin a failed state if and when the protected function fails. If
a proactive task could be found which was good enough to ensure 100%
availability of the protective device, then a multiple failure is theoreti-
cally almost impossible.

For example, if a proactive task could be found which could ensure 100% avail-
ability of Pump C while itis in the stand-by state, then we canbe sure that C would
always take over if B failed.

(In this case amultiple failure is only possible if the users operate Pump C while
B is beingrepaired or replaced. However, even then the risk of the multiple failure
is low, because B should be repaired quickly and so the amount of time the
organisation is at risk is fairly short. Whether or not the organisation is prepared
to take the risk of running Pump C while Pump B is down depends on the conse-
quences of the multiple failure and on whether it is possible to arrange other forms
of protection, as discussed earlier.)

In practice, it is most unlikely that any proactive task would cause any
function, hidden or otherwise, to achieve an availability of 100% indefi-
nitely. What it must do, however, is deliver the availability needed to
reduce the probability of the multiple failure to a tolerable level.

For example, assume that a proactive task is found which enables Pump C to
achieve an availability of 99%. If the mean time between unanticipated failures of

Pump B is 10 years, then the probability of the multiple failure would be 10 (1 in
1000) in any one year, as discussed earlier.



122 Reliability-centred Maintenance

If the availability of Pump C could be increased to 99.9% then the probability
of the multiple failure would be reduced to 10 (1 in 10 000), and so on.
So for a hidden failure, a proactive task is only worth doing if it secures
the availability needed to reduce the probability of the multiple failure to
a tolerable level.

For hidden failures, a proactive task is worth doing
if it secures the availability needed to reduce the
probability of a multiple failure to a tolerable level

The ways in which failures can be prevented are discussed in Chapters 6
and 7. However, these chapters also explain that it is often impossible to
find a proactive task which secures the required availability. This applies
especially to the type of equipment which suffers from hidden failures.
Soif we cannot find a way to prevent a hidden failure, we must find some
other way of improving the availability of the hidden function.

Detect the hidden failure

If it is not possible to find a suitable way of preventing a hidden failure,
it is still possible to reduce the risk of the multiple failure by checking the
hidden function periodically to find out if it is still working. If this check
(called a ‘failure-finding’ task) is carried out at suitable intervals and if
the function is rectified as soon as it is found to be faulty, it isstillpossible
to secure high levels of availability. Scheduled failure-findingis discus-
sed in detail in Chapter 8.

Modify the equipment

In a very small number of cases, it is either impossible to find any kind
of routine task which secures the desired level of availability, oritis im-
practicaltodoitatthe required frequency. However,something must still
be done to reduce the risk of the multiple failure to a tolerable level, so
inthese cases, it is usually necessary to ‘gobacktothe drawing board’ and
reconsider the design.

If the multiple failure could affect safety or the environment, redesign
is compulsory. If the multiple failure only has economic consequences,
the need for redesign is assessed on economic grounds.

Ways in which redesign can be used to reduce the risk or to change the
consequences of a multiple failure are discussed in Chapter 9.
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Hidden Functions: The Decision Process

All the points made so far about the developmentof a maintenance strate-
gy for hidden functions can be summarised as shown in Figure 5.15:

Figure 5.15: Will the loss of function caused
{dentifying and by this failure mode on its own
developing a become evident to the operating
maintenance crew under normal circumstances?
strategy for a .
hidden failure

Nlo Yes
|

Proactive maintenance is The failure is

worth doing if it secures evident. See
the availability needed to Parts 3to 5
reduce the probability of of this chapter

‘. a multiple failure to a
tolerable Ievel

If a suitable proactlve aSk cannot be found,
check periodically whether the hidden function
‘is working (do a scheduled failurefinding task}

l

Ifa sun‘ b{g fat!ure—fmdmg task cannot be found~

- on econamlc gmunds

Further Points ahout Hidden Functions

Six issues need special care when asking the first questionin Figure 5.15.
They are as follows:

* the distinction between functional failures and failure modes

* the question of time

* the primary and secondary functions of protective devices

» what exactly is meant by ‘the operating crew’

» what are ‘normal circumstances’

* fail-safe’ devices.

These are all discussed in more detail in the following paragraphs.
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Functional failure and failure mode

Atthis stage inthe RCM process, every failure mode which isreasonably
likely to cause each functional failure will already have been identified
on the RCM Information Worksheet. This has two key implications:

* firstly, we are not asking what failures could occur. All we are trying
toestablishis whethereach failure mode which has already beenidenti-
fied as a possibility would be hidden or evident if it did occur.

* secondly, we are not asking whether the operating crew can diagnose
the failure mode itself. We are asking if the loss of function caused by
the failure mode will be evident under normal circumstances. (In other
words, we are asking if the failure mode has any effects or symptoms
which under normal circumstances, would lead the observer to believe
that the item is no longer capable of fulfilling its intended function —or
at least that something out of the ordinary had occurred.)

Forexample, consider a motor vehicle which suffers from a blocked fuel line. The

averagedriver (in other words, the average “operator”) would not be able to diag-

nose this failure mode without expert assistance, so there might be a temptation

tocallthis a hidden failure. However, the loss of the functioncaused by this failure
mode is evident, because the car stops working.

The question of time

There is often a temptation to describe a failure as ‘hidden’ if a consider-
able period of time elapses between the moment the failure occurs and the
moment it is discovered. In fact, thisis not the case. If the loss of function
eventually becomes apparent to the operators, and it does so as a direct
and inevitable result of this failure on its own, then the failure is treated
as evident, no matter how much time elapses between the failure in ques-
tion and its discovery.

For example, a tank fed by Pump A in Figure 5.4 may take weeks to empty, so
the failure of this pump might not be apparentas soon asit occurs. This mightlead
to the temptation to describe the failure as hidden. However, this is not so be-
cause the tank runs dry as a direct and inevitable result of the failure of Pump A
onitsown. Therefore the factthat Pump Aisin a failed state willinevitably become
evident to the operating crew.

Conversely, the failure of Pump C in Figure 5.7 will only become evident if
Pump B also fails (unless someone makes a point of checking Pump C fromtime
to time.) If pump B were to be operated and maintainedin such a way thatitis
never necessary to switchonPumpC, itis possible thatthe failure of Pump C on
its own would never be discovered.
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This example demonstrates that time is not an issue when considering
hidden failures. We are simply asking whetheranyone will eventually be-
come aware of the fact that the failure has occurred on its own, and not
if they will be aware when it occurs.

Primary and secondary functions

Thus far we have focused on the primary function of protective devices,
which is to be capable of fulfilling the function they are designed to fulfil
when called upon to do so. As we have seen, this is usually after the pro-
tected function has failed. However, an important secondary function of
many of these devices is that they should not work when nothing is wrong.
For instance, the primary function of a pressure switch might be listed as follows:
* to be capable of transmitting a signal when pressure falls below 250 psi

The implied secondary function of this switch is:

¢ to be incapable of transmitting a signal when pressure is above 250 psi.
The failure of the first function is hidden, but the failure of the second is
evident because if it occurs, the switch transmits a spurious shutdown
signal and the machine stops. Ifthisis likely to occur in practice, it should
belisted asa failure mode of the function which is interrupted (usually the
primary function of the machine). As a result, there is usually no need to
list the implied second function separately, but the failure mode would be
listed under the relevant function if it is reasonably likely to occur.

The operating crew .

When asking whether a failure is evident, the term operating crew refers
to anyone who has occasion to observe the equipment or what it is doing
at any time in the course of their normal daily activities, and who can be
relied upon to report that it has failed.

Failurescan be observed by people with many different points of view.
They include operators, drivers, quality inspectors, craftsmen, supervi-
sors, and even the tenants of buildings. However, whether any of these
people can be relied upon to detect and report a failure depends on four
critical elements:

* the observermustbe ina position either to detect the failure mode itself
or to detect the loss of function caused by the failure mode. This may
be a physical location or access to equipment or information (including
management information) which will draw attention to the fact that
something is wrong.
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* the observer must be able to recognise the condition as a failure.

* the observer must understand and accept that it is part of his or her job
to report failures.

* the observer must have access to a procedure for reporting failures.

Normal circumstances

Careful analysis often reveals that many of the duties performed by
operators are actually maintenance tasks. It is wise to start from a zero
base whenconsidering these tasks, becauseitmay transpire thateither the
tasks or their frequencies need to be radically revised. In other words,
when asking if a failure will become evident to the operating crew under
‘normal’ circumstances, the word normal has the following meanings:

* that nothing is being done to prevent the failure. If a proactive task is
currently successfully preventing the failure, itcould be argued thatthe
failure is ‘hidden’ because it does not occur. However in Chapter 4 it
was pointed out that failure modes and effects should be listed and the
restof the RCM processapplied asif no proactivetasks are being done,
because one of the main purposes of the exercise is to review whether
we should be doing any such tasks in the first place.

* that no specific task is being done to detect the failure. A surprising

number of tasks which already form part of an operator’s normal duties
are in fact routines designed to check if hidden functions are working.
For example, pressing a button on a control panel every day to check if all the
alarm lights on the panel are working is in fact a failure-finding task.
We shall see later that failure-finding tasks are covered by the RCM
task selection process, so once again it should be assumed at this stage
in the analysis that this task is not being done (even though the task is
currently genuinely part of the operator’s normal duties). This is be-
cause the RCM process might reveal a more effective task, or the need
to do the same task at a higher or lower frequency.

(Quite apart from the question of maintenance tasks, there is often con-
siderable doubt about what the ‘normal’ duties of the operating crew
actually are. This occurs most often where standardoperating procedures
are either poorly documented or do not exist. In these cases, the RCM
review process does much to help clarify what these duties should be, and
can do much to help lay the foundations of a full set of operating proce-
dures. This applies especially to high-technology plants.)
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‘Fail-safe’ devices

It often happens that a protective circuit is said to be fail-safe when it is
not. This usually occurs when only part of a circuit is considered instead
of the circuit as a whole.

Anexampleis again provided by a pressure switch, this time attached to a hydro-
staticbearing. The switch was meant to shut down the machine if the oil pressure
in the bearing fell below a certain level. It emerged during discussion that if the
electrical signal from the switch to the control panelwas interrupted, the machine
would shut down, so the failure of the switch was initially judged to be evident.

However, further discussion revealed that a diaphragm inside the switch could
deteriorate with age, so the switch could become incapable of sensing changes
in the pressure. This failure was hidden, and the maintenance program for the
switch was developed accordingly.

To avoid this problem, take care to include the sensors and the actuators
in the analysis of any control loop, as well as the electrical circuit itself.

5.7 Conclusion

Does this failure mode
| hiave a direcl adverse:
effect on operational
. capabily? -

Hedesign may
- be desirable

Figure 5.16: The evaluation of failure consequences

This chapter has demonstrated how the RCM process provides a compre-
hensive strategic framework for managing failures. As summarised in
Figure 5.16, this framework:
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* classifies all failures on the basis of their consequences. In so doing it

separates hidden failures from evident failures, and thenranks the con-
sequences of the evident failures in descending order of importance

* provides a basis for deciding whether proactive maintenance is worth
doing in each case

* suggests what action should be taken if a suitable proactive task cannot
be found.

The different types of proactive tasks and default actions are discussed in
the next four chapters, together with anintegrated approach to consequence
evaluation and task selection.
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6 Proactive Maintenance 1:
Preventive Tasks

6.1 Technical Feasibility and Proactive Tasks

As mentioned in Chapter 1, the actions which can be taken to deal with
failures can be divided into the following two categories:

e proactive tasks: these are tasks undertaken before a failure occurs, in
order to prevent the item from getting into a failed state. They embrace
whatis traditionally known as ‘predictive’ and ‘preventive’ maintenance,
although RCM uses the terms scheduled restoration, scheduled discard
and on-condition maintenance

default actions: these deal with the failed state, and are chosen when it
isnot possible toidentify aneffective proactive task. Default actions in-
clude failure-finding, redesign and run-to-failure.

These two categories correspond to the sixth and seventh of the seven
questions which make up the basic RCM decision process, as follows:

¢ what can be done to predict or prevent each failure?
® what if a suitable predictive or preventive task cannot be found?

Chapters 6 and 7 focus on the sixth question. This deals with the criteria
used todecide whether proactive tasks are technically feasible. They also
look in more detail athow we decide whether specific categories of tasks
are worth doing. (Chapters 8 and 9 review default actions.)

When we ask whether a proactive task is technically feasible, we are
simply asking whether it is possible for the task to prevent or anticipate
the failure in question. This has nothing to do with economics —econom-
icsare part of the consequence evaluation process which has already been
considered atlength. Instead, technical feasibility depends on the techni-
cal characteristics of the failure mode and of the task itself.

Whether or not a proactive task is technically
feasible depends on the technical characteristics
of the failure mode and of the task
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Two issues dominate proactive task selection from the technical view-
point. These are:

« the relationship between the age of the item under consideration and
how likely it is to fail

» what happens once a failure has started to occur.

The rest of this chapter considers tasks which could apply when there is
a relationship between age (or exposure to stress) and failure. Chapter 7
considers the more difficult cases where there is no such relationship.

6.2 Age an(i Deterioration

Any physical asset which is required to fulfil a function which brings it
into contact with the real world will be subjected to a variety of stresses.
These stresses cause the asset to deteriorate by lowering its resistance to
stress. Eventually this resistance drops to the pointat which theassetcan
no longer deliver the desired performance — in other words, it fails. This
process was firstillustrated in Figure 4.3, and is shown againin a slightly
different form in Figure 6.1.

Exposure to stress ismeasured in
a variety of ways including output,
distance travelled, operating cycles,
calendar time or running time. These
units are all related to time, so it is
commontorefertototal exposureto
stress as the age of the item. This
connection between stress and time
suggeststhatthere should be a direct
relationship between the rate of de-
teriorationand theage of the item. If
thisis so, thenit follows thatthe point
at which failure occurs should also
depend on the age of the item, as
shown in Figure 6.2.

However, Figure 6.2 is based on two key assumptions, as follows:
* deterioration is directly proportional to the applied stress, and
* the stress is applied consistently.

INITIAL CAPABILITY
What it can do

PERFORMANCE ———>

Figure 6.1:
Deterioration to failure
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Figure 6.2:
Absolute

resistance to stress i
( i g failure predictability

If this were true of all assets,
we would be able to predict
equipmentlifewithgreatpre-
cision. The classical view of
preventive maintenance sug-
gests that this can be done -
all we need is enough infor-
mation about failures.

Inreality, however, the situation is much less clear cut. This chapter starts
looking at the real world by considering a situation where there is a clear
relationship between age and failure. Chapter 7 moves on to a more gen-
eral view of reality.

PERFORMANCE ———>

AGE ——>

Age-related Failures

Even parts which seem to be identical vary slightly in their initial re-
sistance to failure. The rate at which this resistance declines with age also
varies. Furthermore, no two parts are subject to exactly the same stresses
throughout their lives. Even when these variations are quite small, they
can have a disproportionate effect on the age at which the part fails. This
isillustrated in Figure 6.3, which shows what happens to two components
that are put into service with similar resistance to failure.

Figure 6.3:
A realistic view of
age-related failures

Stress —>»

T Y T T T T T T

1 2 3 4
Age (x 10 000) —>

Part Bis exposed to a generally higher level of stress throughout its life than part
A, so it deteriorates more quickly. Deterioration also accelerates in response to
the two stress peaks at 8 000 km and 30 000 km. On the other hand, for some
reason part A seems to deteriorate at a steady pace despite two stress peaks at
23 000 km and 37 000 km. So one component fails at 53 000 km and the other
at 80 000 km.
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This example shows that the failure age of identical parts working under
apparently identical conditions varies widely. In practice, although some
parts last much longer than others, the failures of a large number of parts
which deteriorate in this fashion would tend to congregate around some
average life, as shown in Figure 6.4.

N l«——averaGE LIFE'—>| Figure 6.4:
S Frequency of
33 failure and
g 8 "average life"
'S

T T T T T

1 2 3 4 5 6 7 8
Age (x 10 000) —

So even when resistance to failure does decline with age, the point at which
failure occurs is often much less predictable than common sense suggests.
Chapter | 2 explores the quantitative implications of this situationinmore
depth. Italsoexplainsthat the failure frequency curve showninFigure 6.4
can be drawn as a conditional probability of failure curve, as shown in
Figure 6.5 below. (The term useful life defines the age at which there is
arapidincrease in the conditional probability of failure. It is used to dis-
tinguish this age from the average life shown in Figure 6.4.)

_ . . Figure 6.5:
ggl <—"USEFUL LIFE"—> Conditional
255 Wear-out probability of
2 § 3 zone failure and
8&%5 "useful life"

T2 3 4§ & 7 @
Age (x 10 000)—>
If large numbers of apparently identical age-related failure modes are
analysed in this fashion, it is not unusual to find a number which occur
prematurely. Why this occurs is also discussed in Chapter 12. The result

of such premature failures is a conditional probability curve as shown in
Figure 6.6. This is the same as failure pattern B in Figure 1.5.

B %T «— "USEFUL LIFE"—> Figure 6.6:
£Z o The effect of
£© 3 |Afew premature premature
< g :ci_s failures failures
Oaoo

12
Age (x 10 000)—>
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Even this is actually a somewhat simplistic view of age-related fail-
ures, because there are in fact three sets of ways in which the probability
of failure can increase as an item gets older. These are shown in Figure 6.7.

Figure 6.7:
Failures which
are age-related

These patterns were introduced in Chapter 1 and are discussed at much
greater length in Chapter 1 2. The characteristic shared by patterns A and
B is that they both display a point at which there is a rapid increase in the
conditionalprobability of failure. Pattern C shows asteadyincrease in the
probability of failure, but no distinct wear-out zone. The next three parts
of this chapter consider the implications of these failure patterns from the
viewpoint of preventive maintenance.

6.3 Age-Related Failures and Preventive Maintenance

For centuries — certainly since machines have come into widespread use
- mankind has tended to believe that most equipment tends to behave as
shown in Figures 6.4 to 6.6. In other words, most people still tend to
assume that similar items performing a similar duty will perform reliably
for a period, perhaps with a small number of random early failures, and
then most of the items will ‘wear out’ at about the same time.

In general, age-related failure patterns apply to items which are very
simple, or to complex items which suffer from a dominant failure mode.
In practice, they are commonly found under conditions of direct wear (most
often where equipment comes into direct contact with the product). They
are also associated with fatigue, corrosion, oxidation and evaporation.
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Wear-out characteristics most often occur where
equipment comes into direct contact with the product.
Age-related failures also tend to be associated with
fatigue, oxidation, corrosion and evaporation.

Examples of points where equipment comes into contact with the product
include furnace refractories, pump impellers, valve seats, seals, machine
tooling, screw conveyors, crusher and hopper liners, the inner surfaces
of pipelines, dies and so on.

~" Fatigue affects items —especially metallic items — which are subjected
toreasonably high-frequency cyclic loads. The rate and extent to which
oxidationand corrosion affect any item depend of course on its chemical
composition, the extent to which it is protected and the environment in
which it is operating. Evaporation atfects solvents and the lighter frac-
tions of petrochemical products.

Foritems which conform to one of the failure patterns shownin Figure
6.7, classical theory suggests thatitis possible to determine an age at which
itis possible to take some sort of action to prevent the failures from hap-
pening again in the future, or at least to reduce the consequences of the
failures.

Twopreventive options which are available underthese circumstances
are scheduled restoration tasks and scheduled discard tasks. They are
considered in more detail in the next two sections of this chapter.

6.4 Scheduled Restoration Tasks

Asthe name implies, scheduled restoration entails taking periodic action
torestore an existing item or component toits original condition (or more
accurately, to restore its original resistance to failure). Specifically:

Scheduled restoration entails remanufacturing
a single component or overhauling an entire
assembly at or before a specified age limit,
regardless of its condition at the time

Scheduledrestoration tasksare also known as scheduled rework tasks. As
the above definition suggests, they include overhauls which are done at
pre-set intervals.
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The Frequency of Scheduled Restoration Tasks

If the failure mode under consideration conforms to Pattern A or B, it is
possible to identify the age at which wear-out begins. The scheduled res-
toration task is done atintervals slightly less than thisage. In other words:

The frequency of a scheduled restoration task is governed
by the age at which the item or component shows a rapid
increase in the conditional probability of failure.

In the case of Pattern C, at least four different restoration intervals need
to be analysed to determine the optimum interval (if one exists at all).

In practice, the frequency of a scheduled restoration task can only be
determined satisfactorily on the basis of reliable historical data. This is
seldom available when assets first go into service, so it is usually impos-
sible to specify scheduled restoration tasks in prior-to-service mainte-
nance programs. (For example scheduled restoration tasks were only
assigned to seven components in the initial program developed for the
Douglas DC 10). However, items subject to very expensive failure modes
should be putinto age exploration programmes as soon as possible to find
out if they would benefit from scheduled restoration tasks.

The Technical Feasibility of Scheduled Restoration

The above comments indicate that for a scheduled restoration task to be
technically feasible, the first criteria which must be satisfied are that

« there must be a point at which there is an increase in the conditional
probability of failure (in other words, the item must have a ‘life”)

¢ we must be reasonably sure what the life is.

Secondly, most of the items must survive to this age. If too many items
fail before reaching it, the nett result is an increase in unanticipated fail-
ures. Not only could this have unacceptable consequences, but it means
that the associated restoration tasks are done out of sequence. This in turn
disrupts the entire schedule planning process.

(Note that if the failure has safety or environmental consequences, all
the items must survive to the age at which the scheduled restoration task
is to be done, because we cannot risk failures which might hurt people or
damage the environment. In this context, the comments about safe-life
limits which are made in the next part of this chapter apply equally to
scheduled restoration tasks.)
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Finally, scheduled restoration must restore the original resistance to
failure ofthe asset, or atleast something close enoughto the original con-
dition to ensure that the item continues to be able to fulfil its intended
function for a reasonable period of time.

Forexample, no-oneintheirrightmind wouldtry to overhauladomesticlightbulb,
simply because it is not possible to restore it to its original condition (regardless
ofthe economics of the matter). Onthe other hand, itcould be arguedthat retread-
ingatruck tyre restores the tread to something approaching its original condition.
These points lead to the following general conclusions about the tech-
nical feasibility of scheduled restoration:

Scheduled restoration tasks are technically feasible if:

® there is an identifiable age at which the item shows a rapid
increase in the conditional probability of failure

¢ most of the items survive to that age (all of the items if the
failure has safety or environmental consequences)

¢ they restore the original resistance to failure of the item.

The Effectiveness of Scheduled Restoration Tasks .

Even if it is technically feasible, scheduled restoration might still not be
worth doing because other tasks may be even more effective. Examples
showing how this might occur in practice are discussed Chapter 7.

[fa more effective task cannot be found, there is often a temptation to
select scheduled restoration tasks purely on the grounds of technical
feasibility. An age limit applied to an item which behaves as shown in
Figure 6.6 means that some items will receive attention before they need
it while others might fail early, but the netteffect may be anoverall reduc-
tion in the number of unanticipated failures. However even then sched-
uled restoration might not be worth doing, for the following reasons:

¢ as mentioned earlier, a reduction in the number of failures is not suffi-
cient if the failure has safety or environmental consequences, because
we want to eliminate these failures altogether.

« if the consequences are economic, we need to be sure that over a period
of time, the cost of doing the scheduled restoration task is less than the
cost of allowing the failure to occur. When comparing the two, bear in
mind that an age limit lowers the servicelife of any item, so it increases
the number of items sent to the workshop for restoration. Why this is
so is shown in Figure 6.8.

wwwempediair
1
|

od {.ol.;.&é'o

Preventive Tasks 137
3 le—— averace LiFe——> | _ Figure 6.3:
IS 18 months o Useful life" and
o5 "average life"
232 | «~USEFUL LIFE—> g
(SRl 12 months
w's

T T T T i ISR & - o
3 6 9 12 15 18 21 24
Age (months)—>

Inthis example, the usefullife is 12 months, while the average life is 18 months.
In a period of 3 years, the failure occurs twiceif no preventive maintenance is
done, while the preventive task would be done threetimes. In other words, the
preventive task has to be done 50% more often than the corrective task which
would have to be performed if the failure was allowed to occur on its own.

Ifeachfailure costs (say) £2 000 in lost production and repair, failures would
cost £4 000 over a three year period. If each scheduled restoration task costs
(say) £1100, these tasks would cost £3 300 over the same period. So in this
case, the task is cost-effective.

On the other hand, if the average life was 24 months and all other figures
remained the same, failures only occur 1.5 times every three years, and would
cost £3 000 over this period. The scheduled restoration task still costs £3 300
over the same period, so it would not be cost-effective.

When considering failures which have operational consequences, bear in
mind that a scheduled restoration task may itself affect operations. In
most cases, this effect is likely to be less than the consequences of the
failure because:

* the scheduled restoration task would normally be done at a time when
it is likely to have the least effect on production (usually during a so-
called production window)

« the scheduled restoration task is likely to take less time than it would to
repair the failure because it is possible to plan more thoroughly for the
scheduled task.

If there are no operational consequences, scheduled restoration is only
justified if it costs substantially less than the cost of repair (which may be
the case if the failure causes extensive secondary damage).

6.5 Scheduled Discard Tasks

Again as the name implies, scheduleddiscard means replacing an item or
component with a new one at pre-set intervals. Specifically:
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Scheduled discard tasks entail discarding an item
or component at or before a specified age limit,
regardless of its condition at the time

These tasks are done on the understanding that replacing the old compo-
nent with a new one will restore the original resistance to failure.

The Frequency of Scheduled Discard Tasks

Like scheduled restoration tasks, scheduled discard tasks are only tech-
nically feasible if there is a direct relationship between failure and opera-
ting age, as shown by the graphs in Figure 6.7. The frequency at which
they are done is determined on the same basis, so:

The frequency of a scheduled discard task is governed by
the age at which the item or component shows a rapid
increase in the conditional probability of failure

Ingeneral, thereisaparticularly widely held beliefthatallitems ‘*havea life’,
and that installing a new part before this ‘life’ is reached will automati-
cally make it ‘safe’. This is not always true, so RCM takes special care
to focus on safety when considering scheduled discard tasks.

For this reason, RCM recognises two different types of life-limits
when dealing with scheduled discard tasks. The first apply totasks meant
to avoid failures which have safety consequences, and are called safe-life
limits. Those which are intended to prevent failures which do not have
safety consequences are called economic-life limits.

Safe-life limits
Safe-life limits only apply to failures which have safety orenvironmental
consequences so the associated tasks must prevent all failures. In other
words, no failures should occur before this limit is reached. This means
that safe-life limits cannot apply to items which conform to pattern A,
because infant mortality means that some items must fail prematurely. In
fact, they cannot apply to any failure mode where the probability of fail-
ure is more than zero when the item enters service.

Inpractice, safe-life limits can only apply to failure modes which occur
in such a way that no failures can be expected to occur before the wear-
out zone is reached.
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Ideally, safe-life limits should be determined before the item is put into
service. [t should be tested in a simulated operating environment to deter-
mine whatlifeisactually achieved, and aconservative fractionof this life
used as the safe-life limit. This is illustrated in Figure 6.9.

3.1 AGE ——m
£z AT WHICH
2355 | sare FAILURES
TE= | LFE—> START TO
50| LIMIT OCCUR
0as

Figure 6.9:
Safe-life limits
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There is never a perfect correlation between a test environment and the
operating environment. Testing a long-lived part to failure is also costly
and obviously takes a long time, so there is usually not enough test data
for survival curves to be drawn with confidence. In these cases safe-life
limits can be established by dividing the average by an arbitrary factor as
large as three or four. This implies that the conditional probability of
failure at the life limit would essentially be zero. In other words, the safe-
life limit is based on a 100% probability of survival to that age.

The function of a safe-life limit is to avoid the occurrence of a critical
failure, so the resulting discard task is worth doing only if it ensures that
no failures occur before the safe-life limit.

Economic-life limits

Operating experience sometimes suggests that the scheduled discard of
anitemisdesirableoneconomic grounds. This is known as an economic-
life limit. It is based on the actual age-reliability relationship of the item,
rather than a fraction of the average age at failure.

The only justification for an economic life limit is cost-effectiveness.
In the same way that scheduled restoration increases the number of jobs
passing through the workshop, so scheduled discard increases the con-
sumption of the parts which are subject to discard. As a result, the cost-
effectiveness of scheduleddiscardtasksisdeterminedin the same way as
it is for scheduled restoration tasks.

In general, an economic life-limit is worth applying if it avoids or
reducesthe operational consequences of an unanticipated failure, orif the
failure which it prevents causes significant secondary damage. Clearly,
we must know the failure pattern before we can assess the cost effective-
ness of scheduled discard tasks.
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For new assets, this means that a failure mode which has major econo-
mic consequences should also be put into an age-exploration program to
find out if a life limit is applicable. However, as with scheduled restora-
tion, there is seldom enough evidence to include this type of task in an
initial scheduled maintenance program.

The Technical Feasibility of Scheduled Discard Tasks

The above comments indicate that scheduled discard tasks are technically
feasible under the following circumstances:

Scheduled discard tasks are technically feasible if:
® there is an identifiable age at which the item shows a rapid
increase in the conditional probability of failure

® most of the items survive to that age (all of the items if the
failure has safety or environmental consequences).

There is no need to ask if the task will restore the original condition be-
cause theitemis replaced with a new one.

6.6 Failures which are Not Age-related

One of the most challenging developments in modern maintenance
management has been the discovery that very few failure modes actually
conform to any of the failure patterns shown in Figure 6.7. As discussed
inthe following paragraphs, thisis due primarily toa combination of vari-
ations in applied stress and increasing complexity.

Variable stress

Contrary to the assumptions listed in part 2 of this chapter, deterioration
is not always proportional to the applied stress, and stress is not always
applied consistently. For instance, part 3 of Chapter 4 mentioned that
many failures are caused by increases in applied stress, which are caused
in turn by incorrect operation, incorrect assembly or external damage.
Examplesofsuchincreasesin stress given in Chapter 4 included operating errors
(starting up a machine too quickly, accidentally putting it into reverse while it is
goingforward, feeding materialinto a processtoo quickly) assembly errors (over-

torquing bolts, misfitting parts) and external damage (lightning, the ‘thousand-
year flood’, and so on).
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In all of these cases, there is little or no re-
lationship between how long the asset has
been in service and the likelihood of the
failure occuring, This is shown in Figure
6.10, which is basically the same as Figure
4 .4 with a time dimension added. (Ideally,
‘preventing’ failures of this sort should be
amatter of preventing whatever causes the increase in stress levels, rather
than a matter of doing anything to the asset.)

In Figure 6.11, the stress peak perma-
nently reduces resistance to failure, but
does not actually cause the item to fail (an
earthquake cracks a structure but does not
cause it to fall down). The reduced failure
resistance makes the part vulnerable to the
next peak, whichmay or may not occur be-
fore the part is replaced for another reason.

In Figure 6.12, the stress peak only tem-
porarily reduces failureresistance (asin the
case of thermoplastic materials which sof-
tenwhentemperature rises and harden again
when it drops).

Finally in Figure 6.13 a stress peak acce-
lerates the decline of failure resistance and
eventually greatly shortens the life of the
component. When this happens, the cause
and effectrelationship can be very difficult
toestablish, because the failure could occur
months or even years after the stress peak.

Resistance to stress

TIME ———>

Figure 6.10

Resistance to stress

TIME ——>

Figure 6.11

Resistance to stress

Figure 6.12

L This often happens if a part is damaged during
TIME installation (which might happen if a ball-bear-
Figure 6.13 ing is misaligned), if it is damaged priortoinstal-

lation (the bearing is dropped on the floor in the

parts store) or if it is mistreated in service (dirt gets into the bearing). In these
cases, failure prevention is ideally a matter of ensuring that maintenance and in-
stallation work is done correctly and that parts are looked after properlyin storage.

Inallfourofthese examples, whenthe itemsenterserviceitis not possible
to predict when the failures will occur. For this reason, such failures are de-
scribed as ‘random’.
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Complexity
The failure processes depicted in Figure 6.7 apply to fairly simple mech-
anisms. In the case of complex items, the situation becomes even less
predictable. Items are made more complex toimprove their performance
(by incorporating new or additional technology or by automation) or to
make them safer (using protective devices).
Forexample, Nowlan and Heap'¥”® cite developments in the field of civil aviation.
Inthe 1930's, an air trip was a slow, somewhat risky affair, undertakenin reason-
ably favourable weather conditions in an aircraft with a range of a few hundred
miles and space for abouttwenty passengers. The aircrafthad one or two recipro-
cating engines, fixed landing gear, fixed pitch propellers and no wing flaps.
Today an air trip is much faster and very much safer. Itisundertakenin almost
any weatherconditions inan aircraft with a range of thousands of miles and space
forhundreds of passengers. The aircrafthas several jet engines, anti-icing equip-
ment, retractable landing gear, moveable high-lift devices, pressure and tempe-
rature control systems for the cabin, extensive navigation and communications
equipment, complex instrumentation and complex ancillary support systems.

In other words, better performance and greater safety are achieved at the
cost of greater complexity. This is true in most branches of industry.

Greater complexity means balancing the lightness and compactness
needed for high performance, with the size and mass needed for durabil-
ity. This combination of complexity and compromise:

* increases the number of components which can fail, and also increases
the number of interfaces or connections between components. This in
turn increases the number and variety of failures which can occur.
For example, a great many mechanical failures involve welds or bolts, while a
significant proportion of electrical and electronic failures involve the connec-
tions between components. The more such connections there are, the more
such failures there will be.

 reduces the margin between the initial capability of each component
and the desired performance (in other words, the ‘can’ is closer to the
‘want’), which reduces scope for deterioration before failure occurs.

These two developments in turn suggest that complex items are more
likely to suffer from random failures than simple items.

Patterns D, E and F

The combination of variable stress and erratic response to stress coupled
with the increasing complexity mean that in practice, a high and rising
proportion of failure modes conform to the failure patterns shown in
Figure 6.14.

\
N . .
WWW .nzpedla oir

Preventive Tasks 143

e e

Figure 6.14:
Failures which
are not age-
related

The most important characteristic of patterns D, E and F is that after the
initial period, there is little ornorelationship between reliability and oper-
ating age. Inthesecases, unlessthereis adominant age-related failure mode,
age limits do little or nothing to reduce the probability of failure.

(In fact, scheduled overhauls can actually increase overall failure rates
by introducing infant mortality into otherwise stable systems. This is
borne out by the high and rising number of nasty accidents around the
world which have occurred either while maintenance is under way or
immediately after a maintenance intervention. It is also borne out by the
machine operator whosaysthat “every time maintenance worksonitover
the weekend, it takes us until Wednesday to get it going again™.)

Fromthe maintenance managemént viewpoint, the main conclusion to
be drawn from these failure patterns is that the idea of a wear-out age
simply does not apply to random failures, so the idea of fixed interval
replacement or overhaul prior to such an age cannot apply.

AsmentionedinChapter 1, anintuitive awareness ofthese factshasled
some people to abandon the idea of preventive maintenance altogether.
Although this can be the right thing to do for failures with minor conse-
quences, when the failure consequences are serious, something must be
done to prevent the failures or at least to avoid the consequences.

The continuing need to prevent certain types of failure, and the grow-
inginability of classical techniques todoso, arebehind the growth of new
types of failure management. Foremost among these are the techniques
known as predictive or on-condition maintenance. These techniques are
discussed at length in the next chapter.



7 Proactive Maintenance 2:
Predictive Tasks

7.1 Potential Failures and On-condition Maintenance

The previous chapter explained that there is often little or no relationship
between how long an asset has beenin service and how likely it is to fail.
However, althoughmany failure modes are not age-related, most of them
give some sort of warning that they are in the process of occurring or are
about to occur. If evidence can be found that something is in the final
stages of failure, it may be possible to take action to preventit from failing
completely and/or to avoid the consequences.

Figure 7.1 illustrates what happens in the final stages of failure. It is
called the P-F curve, because itshowshow a failure starts, deteriorates tothe
point at which it can be detected (point ‘P’) and then, if it is not detected
and corrected, continues to deteriorate —usually at an accelerating rate —
until it reaches the point of functional failure (‘F’).

Point where failure starts to occur

(not necessarily related to age) Point where we can find

out that it is failing
("potential failure™)

Point where

it has failed

(functional

= failure)
. S
Figure 7.1: =
The P-F curve §

F

Time —>»

The point in the failure process at which it is possible to detect whether
the failure is occurring or is about to occuris known as a potential failure.

A potential failure is an identifiable condition
which indicates that a functional failure is either
about to occur or in the process of occurring

Inpractice, there are thousands of ways of finding out if failures are in the
process of occurring.
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Examples of potential failures include hot spots showing deterioration of furnace
refractoriesor electrical insulation, vibrationsindicating imminent bearing failure,
cracks showing metal fatigue, particles in gearbox oil showing imminent gear fail-
ure, excessive tread wear on tyres, etc.

Ifapotential failure is detected between point P and point F in Figure 7.1,
it may be possible to take action to prevent or to avoid the consequences
of the functional failure. (Whetheror not it is possible to take meaningful
action depends on how quickly the failure occurs, as discussed in part 2
of this chapter.) Tasks designed to detect potential failures are known as
on-condition tasks.

On-condition tasks entail checking for potential
failures, so that action can be taken to prevent the
functional failure or to avoid the consequences
of the functional failure

On-condition tasks are so called because the items which are inspected
are left in service on the condition that they continue to meet specified
performance standards. This is also known as predictive maintenance
(because we are trying to predict whether - and possibly when — the item
is going to fail on the basis of its present behaviour) or condition-based
maintenance (because the need for corrective or consequence-avoiding
action is based on as assessment of the condition of the item.)

7.2 The P-F Interval

In addition to the potential failure itself, we need to consider the amount
of time (or the number of stress cycles) which elapse between the point
at which a potential failure occurs — in other words, the point at which it
becomes detectable — and the point where it deteriorates into a functional
failure. As shown in Figure 7.2, this interval is known as the P-F interval.

P-F

Pl The P-F interval is

the interval between the
occurrence of a potential
failure and its decay into

a functional failure

Condition —»

Time —y § F

Figure 7.2: The P-F interval
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The P-Finterval tells us how often on-condition tasks must be done. If we
want to detect the potential failure before it becomes a functional failure,
the interval between checks must be less than the P-F interval.

On-condition tasks must be carried out
at intervals less than the P-F interval

The P-F interval is also known as the warning period, the lead time to
failure or the failure development period. It can be measured in any units
which provide an indication of exposure to stress (running time, units of
output, stop-start cycles etc), but for practical reasons, it is most often
measured in terms of elapsed time. For different failure modes, it varies
from fractions of a second to several decades.

Note that if an on-condition task is done at intervals which are longer
than the P-F interval, there is a chance that we will miss the failure alto-
gether. On the other hand, if we do the task at too small a percentage of
the P-F interval, we will waste resources on the checking process.
Forinstance, if the P-F interval for a given failure mode is two weeks, the failure
will be detected if the item is checked once a week. Conversely, if it is checked
once a month, itis possible to miss the whole failure process. On the other hand,
if the P-F intervalis three monthsitis a waste of effort to check the item every day.
In practice it is usually sufficient to select a task frequency equal to half
the P-Finterval. This ensures that the inspection will detect the potential
failure before the functional failure occurs, while (in most cases) provid-
ing a reasonable amount of time to do something about it. This leads to
the concept of the nett P-F interval.

The Nett P-F Interval

The nett P-Finterval is the minimum interval likely to elapse between the
discovery of a potential failure and the occurrence of the functional failure.
This is illustrated in Figures
7.3 and 7.4, which both show

Inspection interval: P-F interval:

. . . 1 month - 9 months >
a failure witha P-Finterval of
) Nett P-F
nine months. 11 kd 1 11| || < interval: >

8 months

Figure 7.3:
Nett P-F interval (1)

Time 2

wwwempediaeir

o dolwaatd

Predictive Tasks 147

Figure 7.3 shows thatif theitemis inspected monthly, the nett P-Finterval
is 8 months. On the other hand, if it is inspected at six monthly intervals
asshowninFigure 7.4, the nett P-Finterval is 3 months. Soin the first case
the minimum amount of time available to do something about the failure

is five months longer than in

Inspection interval P-F interval:

theksicond,ll))utdthe m.spe.ctlon 6 montha g months >
task has to be done six times

| >

more often. Nett P-F

T interval: 3

months

Figure 7.4:
Nett P-F interval (2)

Time —>

The nett P-F interval governs the amount of time available to take what-
ever action is needed to reduce or eliminate the consequences of the fail-
ure. Depending on the operating context of the asset, warning of incipient
failure enables the users of an asset to reduce or avoid consequences in
a number of ways, as follows

* downtime: corrective action can be planned at a time which does not
disrupt operations. The opportunity to plan the corrective action properly
also means that it is likely to be done more quickly.

For example, if an electrical component is found to be overheating before it
burns out, it may be possible to replace it when the machine is normally idle.
Note that in this case, the failure of the component is not ‘prevented’ —~ it might

be doomed whatever happens — but the operational consequences of the fail-
ure are avoided.

* repair costs: users may be able to take action to eliminate the secondary
damage which would be caused by unanticipated failures. This would
reduce the downtime and the repair costs associated with the failure.

For instance, a timely warning might enable users to switch a machine off
before (say) a collapsing bearing allows a rotor to touch a stator.

* safety: waming of failure provides time either to shut down a plant
before the situation becomes dangerous, or to move people who might
otherwise be injured out of harm's way.

For instance, if a crack in a wall is discovered in good time, it may be possible
to shore up the foundations and so prevent the wall from deteriorating so much
that it falls down. It is highly likely that we would have to vacate the premises
while this work is done, but at least we avoid the safety consequences which
would arise if the wall fell down.
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For an on-condition task to be technically feasible, the nett P-F interval
must be longer than the time required to take action to avoid or reduce the
consequences of the failure. If the nett P-F interval is too short for any
sensible action to be taken, then the on-condition task is clearly not tech-
nically feasible.

In practice, the time required varies widely. In some cases it may be a matter of
hours (say until the end of anoperatingcycle or the end of a shift) or even minutes

(to shut down a machine or evacuate a building). In other cases it can be weeks
or even months (say until a major shutdown).

In general, longer P-F intervals are desirable for two reasons:

* itis possible to do whateveris necessary to avoid the consequences of
the failure (including planning the corrective action) in a more consid-
ered and hence more controlled fashion.

« fewer on-condition inspections are required.

This explains why so much energy is being devoted to finding potential
failure conditions and associated on-condition techniques which give the
longest possible P-F intervals. However, note that it is possible to make
use of very short P-F intervals in certain cases.

For example, failures which affect the balance of large fans cause serious prob-
lems very quickly, so on-line vibration sensors are used to shut the fans down
when such failures occur. Inthis case, the P-F interval is very short, so monitoring
is continuous. Note also that once again, the monitoring device is being used to
avoid the consequences of the failure.
P-F Interval Consistency Figure 7.5:

inconsistent
P-F intervals

-« Longest P-F —>»
interval

The P-F curves illustrated so
farin this chapterindicate that
the P-F interval for any given
failureis constant. In fact, this
is not the case ~some actually
vary over a quite considerable
range of values, as shown in
Figure 7.5.

Shortest
P-F

interval

Condition ~>»

2

Forexample, whendiscussing the P-F interval associated with a change in noise
levels, someone might say: “This thing rattles away for anything from two weeks
to three months before it collapses.” In another case, tests might show that any-
thing from six months to five years elapses from the moment a crack becomes de-
tectable at a particular point in a structure until the moment the structure fails.
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Clearly, in these cases a task interval should be selected which is sub-
stantially less than the shortest of the likely P-Fintervals. Inthisway, we
canalways be reasonably certain of detecting the potential failure before
it becomes a functional failure. If the nett P-F interval associated with
this minimum interval is long enough for suitable action to be taken to
deal with the consequences of the failure, then the on-condition task is
technically feasible.

On the other hand, if the P-F interval is wildly inconsistent - as some
of them canbe —thenitisnot possible toestablish a meaningful task inter-
val, and the task in question should again be abandoned in favour of some
other way of dealing with the failure.

7.3 Technical Feasibility of On-condition Tasks

In the light of the above discussion, the criteria which any on-condition
task must satisfy tobe technically feasible can be summarised as follows:

Scheduled on-condition tasks are technically feasible if:
o itis possible to define a clear potential failure condition
® the P-F interval is reasonably consistent

® itispracticalto monitortheitematintervals less than the
P-F interval

® thenett P-Fintervalislong enoughto be of some use (in
otherwords, long enough foractiontobetakentoreduce
oreliminatethe consequences of the functional failure).

7.4 Categories of On-condition Techniques

The four major categories of on-condition techniques are as follows:

* conditionmonitoring techniques, which involve the use of specialised
equipment to monitor the condition of other equipment

« techniques based on variations in product quality

* primary effects monitoring techniques, which entail the intelligent use
of existing gauges and process monitoring equipment

* inspection techniques based on the human senses.

These are each reviewed in the following paragraphs.
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Condition monitoring

The most sensitive on-condition maintenance techniques usually involve
the use of some type of equipment to detect potential failures. In other
words, equipment is used to monitor the condition of other equipment.
These techniques are known as condition monitoring to distinguish them
from other types of on-condition maintenance.

Condition monitoring embraces several hundred different techniques,
so adetailed study of the subject is well beyond the scope of this chapter.
However, Appendix 4 provides abrief summary of about 100 of the better
known techniques. All of these techniques are designed to detect failure
effects (or more precisely, potential failure effects, such as changes in vibra-
tion characteristics, changes in temperature, particles in lubricating oil,
leaks, and so on). They are classified accordinglyin Appendix 4 under the
following headings:

* dynamic effects

« particle effects

* chemical effects

* physical effects

* temperature effects

« electrical effects.

These techniques can be seen as highly sensitive versions of the human
senses. Many of them are now very sensitive indeed, and afew giveseveral
months (if not several years) warning of failure. However, a major limita-
tion of nearly every condition monitoring device is that it monitors only
one condition. For instance, a vibration analyser only monitors vibration
and cannot detect chemicals or temperature changes. So greater sensitiv-
ity is bought at the price of the versatility inherent in the human senses.

TheP-Fintervals associated with different monitoring techniques vary
froma few minutestoseveralmonths. Different techniques also pinpoint
failures with different degrees of precision. Both of these factors must be
considered when assessing the feasibility of any technique.

In general, condition monitoring techniques can be spectacularly ef-
fective when they are appropriate, but whenthey are inappropriate they can
be a very expensive and sometimes bitterly disappointing waste of time.
As aresult, the criteria for assessing whether on-condition tasks are techni-
cally feasible and worth doing should be applied especially rigorously to
condition monitoring techniques.
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Product quality variation

In some industries, an important source of data about potential failures is
the quality management function. Often the emergence of a defect in an
article produced by a machine is directly related to a failure mode in the
machine itself. Many of these defects emerge gradually, and so provide
timely evidence of potential failures. If the data gathering and evaluation
procedures exist already, it costs very little to use them to provide warn-
ing of equipment failure

One popular technique whichcan oftenbe used in this way is Statistical
Process Control (SPC). SPC entails measuring some attribute of a product
such as a dimension, filling level or packing weight, and using the meas-
urements to draw conclusions about the stability of the process.

Figure 2.6 in Chapter 2 showed how such measurements might appear
for a process which is in control and in specification. Figures 3.4 and 3.5
in Chapter 3 showed two ways in which a process could be out of control
and out of specification (in other words, failed). In a great many cases, the
transition from being in control to failed takes place gradually. SPC charts
frequently track this transition.

For instance, Figure 7.6 overleaf shows a typical SPC chart on which
the readings are in control to start with. A failure mode occurs which causes
the measurements to start drifting in one direction.

For example, as a grinding wheel wears, the diameter of successive workpieces
increases until the wheel is adjusted or replaced.

In zone 2 in Figure 7.6 the process is out of control but still within speci-
fication. (Oakland' describes how itis possible to identify very gradual
shifts of thissortusing a ‘cusum chart’.) This shiftin the meanis aclearly
identifiable condition which indicates that a functional failure is about to
occur. In other words, itis a potential failure. If nothing is done to rectify
the situation the process eventually begins to produce out-of-spec products,
as shown in zone 3 in Figure 7.6.

This example describes only one of many ways in which SPC canbe
used to measure and manage process variability. A full description of all
the techniques is well beyond the scope of this book. However, the key
point to note at this stage is that if deviations on charts like these can be
related directly to specific failure modes, then the charts are sources of
on-condition data which can make a valuable contribution to overall pro-
active maintenance efforts.
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Upper specification limit

Mean desired
performance

S0

Out-of-control Out-of-control

In control and
in specification and in specification and out-of-spec
= 0K = potential failure = functional failure

Figure 7.6: On-condition maintenance and SPC

Primary effects monitoring

Primary effects (speed, flow rate, pressure, temperature, power, current,
etc) are yet another source of information about equipment condition.
The effects can be monitored by a person reading a gauge and perhaps
recording the reading manually, by a computer as partof a process control
system, or even by a traditional chart recorder.

The records of these effects or their derivatives are compared with refer-
ence information, and so provide evidence of a potential failure. How-
ever, in the case of the first option in particular, take care to ensure that:

* the person taking the reading knows what the reading should be when
allis well, whatreading corresponds to apotential failure and what cor-
responds to functional failure

* the readings are taken at a frequency which is less than the P-F interval
(in other words, the frequency should be less than the time it takes the
pointer on the dial to move from the potential failure level to the func-
tional failure level when the failure mode in question is occurring)

* that the gauge itself is maintained in such a way that it is sufficiently
accurate for this purpose.
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Normal

Potential failure

Figure 7.7: = Functional failure

Using gauges
for on-condition
maintenance

The process of taking readings can be greatly simplified if gauges are
marked up (or even coloured) as shown in Figure 7.7. In this case, all the
operator — or anyone else — needs to do is look at the gauge and report if
the pointer is in the potential failure (yellow?) zone, or take more drastic
actionifitisinthe functional failure (red?) zone. However the gauge must
still be monitored at intervals which are less than the P-F interval.

(For obvious reasons, this suggestion only applies to gauges which arc
measuring a steady state. Also take care to ensure that gauges marked up
in this way are not taken off and remounted in the wrong place.)

The human senses

Perhaps the best known on-condition inspection techniques are those based
on the human senses (look, listen, feel and smell). The two main disadvan-
tages of using these senses to detect potential failures are that:

* bythe timeitis possible todetect most failures using the human senses,
the process of deterioration is already quite far advanced. This means
thatthe P-Fintervalsare usually short, sothechecks mustbe donemore
frequently than most and response has to be rapid

« the process is subjective, so it is difficult to develop precise inspection
criteria, and the observations depend very much on the experience and
even the state of mind of the observer.

However, the advantages of using these senses are as follows:

¢ theaveragehuman being is highly versatile and can detect a wide vari-
ety of failure conditions, whereas any one condition monitoring tech-
nique can only be used to monitor one type of potential failure

« it can be very cost-effective if the monitoring is done by people who are
at or near the assets anyway in the course of their normal duties
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« ahumanisable toexercise judgement about the severity of the potential
failure and hence about the most appropriate action to be taken, whereas
acondition monitoring device can only take readings and send a signal.

Selecting the Right Category

Many failure modes are preceded by more than one — often several - dif-
ferent potential failures, so more than one category of on-condition task
mightbe appropriate. Eachof these willhave a different P-Finterval, and
each will require different types and levels of skill.

For example, consider a ball bearing whose failure is described as ‘bearingseizes
duetonormal weazr andtear’. Figure 7.8 shows how this failure could be preceded
by a variety of potential failures, each

of which could berdetected

by a different on-
condition task.

Changes in vibration characteristics which
can be detected by vibration analysis:

Point where ~ P-Finterval 1 - 9 months
failure starts ’ . .
to occur Particles which can be detected by oil

analysis: P-F interval 1 - 6 months

—

Audible noise: P-F
interval 1 - 4 weeks

P3; Heat (by touch):
P-F interval
1-5days

P’ P2

}

Figure 7.8:
Different potential
failures which
can precede one
failure mode

Condition ——>

F
/
Functional failure
(Bearing seizes)

This does not Timg ———2»

mean that all ball

bearings will exhibit these potential failures, nor
will they necessarily have the same P-F intervals.
The extent to which any technique is technically feasible and worth doing depends
very much on the operating context of the bearing. For instance:

* the bearingmay be buried sodeepinthe machine thatitisimpossible to monitor
its vibration characteristics

* itisonly possibletodetect particles in the oilif the bearingis operatingin a totally
enclosed oil-lubricated system

* background noise levels may be so high thatitis impossible to detect the noise
made by a failing bearing

* it may not be possible to reach the bearing housing to feel how hot it is.

This means that no one single category of tasks will always be more cost-

effective than any other. Itis important to bear thisinmind, because there

is a tendency in some quarters to present condition monitoring in particu-

lar as ‘the answer’ to all our maintenance problems.
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In fact, if RCM is correctly applied to typical modern, complex indus-
trial systems, itis not unusual to find that condition monitoring as defined
in this part of this chapter is technically feasible for no more than 20% of
failure modes, and worth doing in less than half these cases. (All four
categories of on-condition maintenance together are usually suitable for
about 25 -35% of failure modes.) This is not meant to imply that condition
monitoring should not be used — where it is good it is very, very good -
but that we must alsoremember to develop suitable strategies for managing
the other 90% of our failure modes. In other words, condition monitoring
is only part of the answer — and a fairly small part at that.

So to avoid unnecessary bias in task selection, we need to:

* consider all the warnings which are reasonably likely to precede each
failure mode, together with the full range of on-condition tasks which
could be used to detect those warnings.

« apply the RCM task selection criteria rigorously to determine which (if
any) of the tasks is likely to be the most cost-effective way of anticipa-
ting the failure mode under consideration.

As with so much else in maintenance, the ‘right’ choice ultimately depends
on the operating context of the asset.

7.5 On-condition Tasks: Some of the Pitfalls

When considering the technical feasibility of on-condition maintenance,
two issues need special care. They concern the distinction between poten-
tial and functional failures, and the distinction between potential failure
and age. These issues are discussed in more detail below.

Potential and functional failures

In practice, confusion often arises over the distinction between potential
and functional failures. This happens because certain conditions can
correctly beregarded as potential failures in one contextand as functional
failures in another. This is especially common in the case of leaks.

For example, a minor leak in a flanged joint on a pipeline might be regarded as
a potential failure if the pipeline is carrying water. In this case, the on-condition
task would be ‘Check pipe joints for leaks’. The task frequency is based on the
amount of time ittakes foran‘acceptable’ minorleak to become an ‘unacceptable’
major leak, and suitable corrective action would be initiated whenever a minor
leak was discovered.
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However, if the same pipeline was carrying a toxic substance like cyanide, any
leak at all would be regarded as a functional failure. In this case itis not feasible
to ask anyone to check for leaks, so some other method would need to be found
tomanagethe failure. This would almost certainly entail some sort of modification.
This example re-emphasises how important it is to agree what is meant by
a functional failure before considering what should be done topreventit.

The P-F interval and operating age

When applying these principles for the first time, people often have diffi-
culty in distinguishing between the ‘life’ of a component and the P-F
interval. This leads them to base on-conditiontask frequencies on the real
orimagined ‘life’ of the item. If it exists at all, this life is usually many
times greater than the P-F interval, so the task achieves little or nothing.
Inreality, we measure the life of a component forwards from the moment
it enters service. The P-F interval is measured back from the functional
failure, so the two concepts are often completely unrelated. The distinc-
tion is important because failures which are not related to age (in other
words, random failures) are as likely tobe preceded by a warning as those
which are not.

Potential failure Inspections
. detected at least done at .
Failures occuron 2 months before 2 monthly -y iterval
a random basis functional failure intervals

U 1
Age (years) ~—~—>

Figure 7.9: Random failures and the P-F interval

For example, Figure 7.9 depicts a component which conforms to a random fail-
ure pattern (pattern E). One of the components failed after five years, a second
after sixmonths and a third aftertwo years. Ineach case, the functional failure was
preceded by a potential failure with a P-F interval of four months.

Figure 7.9 shows that in order to detect the potential failure, we need to do an
inspection task every 2 months. Because the failures occur on a random basis,
we don’t know when the next one is going to happen, so the cycle of inspections
must begin as soon as the item is put into service. In other words, the timing of
the inspections has nothing to do with the age or life of the component.

However, this does not mean that on-condition tasks apply only to items
which fail on a random basis. They can also be applied to items which
suffer age-related failures, as discussed later in this chapter.
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7.6 Linear and Non-linear P-F Curves

Part 1 of this chapter explained that the final stages of deterioration can
be described by the P-F curve. In this part of this chapter, we consider this
curveinmore detail, starting with alook atnon-linear P-F curves and then
going on to consider linear P-F curves.

The final stages of deterioration
Figure 7.1 on Page 144 suggests that deterioration usually accelerates in
the final stages. To see why this is so, let us consider in more detail what
happens when a ball bearing fails due to ‘normal wear and tear’.
Figure 7.10 overleaf illustrates a typical vertically-loaded ball bearing
whichisrotating clockwise. The most heavily and frequently loaded part
of the bearing will be the bottom of the outer race. As the bearing rotates,
the inner surface of the outer race moves up and down as each ball passes
over it. These cyclic movements are tiny, but they are sufficient to cause
subsurface fatigue cracks which develop as shown in Figure 7.14@.
Figure 7.10 also explains how these cracks eventually give rise to detec-
table symptoms of deterioration. These are of course potential failures,
and the associated P-Fintervals are shown in Figure 7.8 on page 154. This
example raises several further points about potential failures, as follows:

« intheexample, the deterioration processaccelerates. This suggests that
if a quantitative technique such as vibration analysis is used to detect
potential failures, we cannot predict when failure will occur by drawing
a straight line based on just two observations.

This in turn leads to the notion that after an initial deviation is ob-
served, additional vibration readings should be taken at progressively
shorter intervals until some further point is reached at which action
should be taken. In practice, this can only be done if the P-F interval is
long enough to allow time for the additional readings. It also does not
escape the fact that the initial readings need to be taken at a frequency
which is known to be less than the P-F interval.

(In fact, if the shape of the P-F curve is fairly well known and the P-
Finterval is reasonably consistent, it should not be necessary to take
additional readings after the first sign of deviation is discovered. This
suggests that the process of deterioration should only be tracked by
taking additional readings ifthe P-F curve is poorly understood or if the
P-F interval is highly inconsistent.)
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« different failure modes can often exhibit similar symptoms.

For example, the symptoms described in Figure 7.10 are based onfailure due
to normal wear and tear. Very similar symptoms would be exhibited in the final
stages of the failure of a bearing where the failure process has been initiated
by dirt, lack of lubrication or brinelling.

In practice, the precise root cause of many failures can only be identi-
fied using sophisticated instruments. For instance, it might be possible
to determine the root cause of the failure of a bearing by using a ferro-
graph to separate particles from the lubricating oil and examining the
particles under an electron microscope.

Cracks migrate However,if twodifferentfailures have the same symptoms and if the
to the surface of P-Finterval is broadly similar foreach set of symptoms - as it probably
the outerrace would be in the case of the bearing examples — the distinction between
root causes is irrelevant from the failure detection viewpoint. (The dis-
tinction does of course become relevant if we are seeking to eliminate
the root cause of the failure.)

» failure only becomes detectable when the fatigue cracks migrate to the
surface and the surface starts breaking up. The point at which this hap-
pens in the life of any one bearing depends on the speed of rotation of
the bearing, the magnitude of theload, theextentto which the outer race
itself rotates, whether the bearing surface is damaged prior to or during
installation, how hot the bearing gets in service, the alignment of the
shaftrelative to the housing, the materials used to manufacture the bear-
ing, how well it was made, etc. Effectively this combination of variables
makes it impossible to predict how‘many operating cycles must elapse
before the cracks reachthe surface, and hence when the bearing will start
exhibiting the symptoms mentioned in Figure 7.10. (For those inter-
ested in pursuing this subject further, chaos theory — in particular the
‘butterfly effect’ — shows how tiny differences between the initial condi-
tions which apply to any dynamic system lead to dramatic differences

afterthepassageoftime. Thismay explain why minute variations between
balls pass over the crater, they make it bigger. Soon the balls themselves get p & yexp y !

damagedbecause they are nolongerrollingon a smoothsurface. Atsome point, the initial conditions of two rolling element bearings can lead to huge
the bearing becomes audibly noisy, and then starts getting hotter. Deterioration differences between the ages at which they fail. See Gleick'*"’)
continues at an accelerating pace until the balls eventually disintegrate and the
bearing seizes.

Ball forces lubricant into the crack,
causing a sliver of metal to stand
proud of the surface. This is
sheared off, forming a particle
which can be detected by oil
analysis in enclosed systems.
The crater left behind changes
the vibration characteristics of

the bearing, and can be detected
initially by vibration analysis. As the

Deterioration accelerates in the final stages of most failures. Forinstance,
deterioration is likely to accelerate when bolts start to loosen, when filter
elements getblinded, when V-belts slacken and start slipping, when elec-

Figure 7.10: trical contactors overheat, when seals start to fail, when rotors become
How a rolling element bearing fails due to ‘normal wear and tear’ unbalanced and so on. But it does not accelerate in every case.
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Linear P-F curves . . o
If an item deteriorates in a more or less linear fashion over its entire life,

it stands to reason that the final stages of deterioration will alsg pe more
orless linear. A close look at Figures 6.2 and 6.3 suggests thatthisislikely
to be true of age-related failures.

Forexample, consider tyre wear. The surface of atyreis likely to wearin amore
or less linear fashion until the tread depth reaches the legal minimum. If this
minimum is (say) 2 mm, itis possible to specify a depth Qf tretad.gregter than'2
mm which provides adequate warning that functional failure is imminent. This
i rse the potential failure level. 4 ‘

® cI)ff t?\c()—:‘upotentialpfailure is set at (say) 3 mm, then the P-F intervalis the distance
the tyre could be éxpected to travel while its tread depth wears down from 3 mm
to 2 mm, as illustrated in Figure 7.11.

P-F
interval
at least

Tread depth

30 40 50

10 20
Operating Age ____5,
(x 1000 km) Figure 7.11:

A linear P-F curve

Figure 7.11 also suggeststhat if the tyre enters service with a tread depth gf (say)
12 mm, it should bepossibleto predictthe P-Finterval baged on thg total distance
usually covered before the tyre has to be retreaded. qu instance, if the tyres last
at least 50 000 km before they have to be retreaded, itis reasonable to concludﬁe
that the tread wears ata maximum rate of 1 mmfor every 5000 knj_travened. This
amounts to a P-F interval of 5000 km. The associated on-condition task would
call for the driver to:

‘Check tread depth every 2 500 km and report tyres whose tread

depth is less than 3 mm.’ o
Notonly will this task ensure that wear is detected before itexceeds }he legal limit,
but it also allows plenty of time ~ 2 500 km inthis case —for the vehicle operators
to plan to remove the tyre before it reaches the limit.

In general, linear deterioration between ‘P’ and ‘F’. is. only likely to be
encountered where the failure mechanisms are intrinsically age-related
(except in the case of fatigue, which is a somewhat more complex case.
This failure process is discussed in more detail in later.)
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Note that the P-F interval and the associated task frequency can only
be deduced in this way if deterioration is linear. As we have seen, the P-F
interval cannot be determined in this way if deterioration accelerates
between ‘P’ and ‘F’.

A further point about linear failures concerns the point at which one
should start to look for potential failures.

For example, Figure 7.11 suggests that it would be a waste of time to measure
the overall depth of the tyre tread at ten or twenty thousand km, because we know
that it only approaches the potential failure point at 50 000 km. So perhaps we
should only start measuring the tread depth of each tyre after it has passed the
pointwhere we know tread depth will be approaching 3 mm—in other words, when
the tyre has been in service for more than (say) 40 000 km.

However, if we wanttoensurethatthischecking regime is adoptedinpractice,
consider how the checks for a 4-wheeled truck would have to be planned if the
actual history of a set of tyres is as follows:

Item Distance travelled by truck and by each tyre
Truck 140 000 142 500 145 000 147 500
Left front tyre 47 500 50 000 52 500 1000*
Right front tyre 22 000 24 500 27 000 29 500
Left rear tyre 12 500 2 000t 4 500 7 000
Right rear tyre 38 000 40500 43 000 45500

* Tread depth of L/F tyre dropped below 3 mm and tyre replaced at depot
1 6 inch nail caused tyre to blow out at 13 000 km - replaced with new spare

If we are seriously going to try to ensure that the driver only checks each tyre after
it passes 40 000 km in service, we have to devise a system which tells him to:
« start checking the L/F tyre only when the truck reached 132 500 km

e check the L/F and R/R tyres when the tfuck reached 142 500 km

* and again at 145 000 km

 but check the R/R tyre only at 147 500 km.

Clearly this is nonsense, because the cost of administering such a planning system
would be far greater than the cost of simply asking the driver to check the tread
depth of every tyre on the vehicle every 2 500 km. In other words, in this example
the cost of fine-tuning the planning system would be far greater than the cost of
doing the tasks. So we would simply ask the driver to check the tread depth of
every tyre at 2 500 km intervals, rather than direct his attention to specific tyres.

However, if the process of deterioration is linear and the task itselfis very
expensive, thenit might be worth ensuring that we only start checking for
potential failures when it is really necessary.

Forinstance, if anon-conditiontask entails shuttingdown and openingup a large
turbine to check the turbine discs forcracks, and we are certain that deterioration
only becomes detectable after the turbine has been in service for a certain length

oftime (in other words, the failure is age-related), then we should only start taking
the turbine out of service to check for the cracks after it has passed the age at
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which there is a reasonable likelihood that detectable cracks will start to emerge.
Thereafter, the frequency of checking is based on the rate at which a detectable
crack is likely to deteriorate into a failure.

For the record, the age at which cracks are likely to start becoming detectable

isknown as the crack initiation life, whereas the time (or number of stress cycles)
which elapse from the moment a crackbecomes detectable until it grows so large
that the item fails is known as the crack propagation life.
In cases like these, the cost of doing the task would be much greater than
the cost of the associated planning systems, so itis worth ensuring that we
only start doing the tasks when itis really necessary. However, if itis felt
that this fine-tuning is worthwhile, bear in mind that the planning process
has to employ two completely different timeframes, as follows:

« the first time-frame is used to decide when we should start doing the on-
condition tasks. Thisis the operating age at which potential failures are
likely to start becoming detectable.

* the second time-frame governs how often we should do the tasks after
thisagehasbeenreached. Thistime-frame is of course the P-Finterval.
For example, it might be felt that the turbine disc is unlikely to develop any detec-
table cracks until it has been in service for at least 50 000 hours, but that it takes
a minimum of ten thousand hours for a detectable crack to deteriorate into disc
failure. This suggests that we don't need to start checking for cracks until the item
has beeninservicefor50000 hours, but thereafter it mustbe checked atintervals
of less than ten thousand hours.
Planning with this degree of sophistication requires a very detailed un-
derstanding of the failure mode under consideration, together with highly
sophisticated planning systems. In practice, few failure modes are this well
understood. When they are, even fewer organisations possess planning
systems which can switch from one time frame to another as described
above, so this issue needs to be approached with care.

In closing this discussion, it must be stressed that all the curves — P-F
and age-related — whichhave been drawn in this part of this chapter have
been drawn for one failure mode at a time.

For instance, in the example concerning tyres, the failure process was ‘normal’
wear. Different failure modes (such as flat spots worn on the tyres due to emer-
gency braking or damage to the carcass caused by hitting kerbs) would lead to
different conclusions because both the technical characteristics and the conse-
quences of these failure modes are different.

It is one matter to speculate on the nature of P-F curves in general, but it
is quite another to determine the magnitude of the P-F interval in practice.
This issue is considered in the next section of this chapter.
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7.7 How to Determine the P-F Interval

Itis usually a fairly simple matter to determine the P-F interval for age-
related failure modes whose final stages of deterioration are linear. It is
done by applying logic similar to that used in the tyre example above.

On the other hand, the P-F interval can be surprisingly difficult to deter-
mine in the case of random failures where deterioration accelerates. The
main problem with random failures is that we don't know when the next
one is going to occur, so we don't know when the next failure mode is
going to start on its way down the P-F curve. So if we don't even know
where the P-F curve is going to start, how can we go about finding outhow
long it is? The following paragraphs review five possibilities, only the
fourth and fifth of which have any merit.

Continuous observation

In theory, itis possible to determine the P-F interval by continuously ob-
serving anitem which s in service until a potential failure occurs, noting
when that happens, and then continuing to observe the item until it fails
completely. (Note that we cannot chart a full P-F curve by observing the
item intermittently, because when we eventually discovered that it was
failing we still wouldn't know precisely when the failure process started.
Whatis more, if the P-F interval is shorter than the intermittent observa-
tion period we might miss the P-F curve altogether, in which case we
would have to start all over again with a new item.)

Clearly this approachis impractical, firstly because continuous obser-
vation is very expensive —especially if we were to try to establish every
P-F interval in this way. Secondly, waiting until the functional failure
occurs means that the item actually has to fail. This might end up with us
saying to the boss after (say) the compressor blew up: “Oh, we knew it
was failing, but we just wanted to see how long it would take before it
finally went so that we could determine the P-F interval!”

Start with a short interval and gradually extend it

The impracticality of the above approach leads some people to suggest
that P-F intervals can be established by starting the checks at some quite
short butarbitrary interval (say 10 days), and then waiting until “we find
out what the interval should be”, perhaps by gradually extending the
interval. Unfortunately, this is again the point at which the functional fail-
ure occurs, so we would still end up blowing up the compressor.
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This approach is of course potentially very dangerous, because there
is also no guarantee that the initial arbitrary interval, no matter how short,
will be shorter than the P-Finterval to begin with (unless serious considera-
tion is given to the failure process itself).

Arbitrary intervals

The difficulties associated with the two approaches described above lead
some people to suggest—quite seriously — that some arbitrary ‘reason-
ably short” interval should be selected for all on-condition tasks. This
arbitrary approach is the least satisfactory (and the most dangerous) way
to set on-condition task frequencies, because there isagainno guarantee
that the ‘reasonably short’ arbitrary interval will be shorter than the P-F
interval. On the other hand, the true P-F interval may be much longer than
the arbitrary interval, in which case the task ends up being done much
more often than necessary.

Forinstance, if a daily task really only needs to be done once a month, that task
is costing thirty times as much as it should.

Research

The best way to establish a precise P-F interval is to simulate the failure
in such a way that there are no serious consequences when it eventually
does occur. For example this is done when aircraftcomponents are tested
to failure on the ground rather thanin the air. This not only provides data
about the life of the components, as discussed in Chapter 6, but it also
enables the observers to study at leisure how failures develop and how
quickly this happens. However, laboratory testing is expensive and it
takes time to yieldresults, even when itis accelerated. Soitis only worth
doing in cases where a fairly large number of components are at risk -
such as an aircraft fleet—and the failures have very serious consequences.

A rational approach
The above paragraphs indicate that in most cases, it is either impossible,
impractical or too expensive to try to determine P-Fintervals on an empi-
rical basis. On the other hand, itis even more unwise simply to take a shot
in the dark. Despite these problems, P-F intervals can still be estimated
with surprising accuracy on the basis of judgement and experience.
Thefirst trick is to ask the right question. Itis essential thatanyone who
is trying to determine a P-F interval understands that we are asking how
quickly the item fails. In other words, we are asking how much time (or
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how many stress cycles) elapse from the moment the potential failure be-
comesdetectableuntil the momentitreaches the functionally failed state.
We are not asking how often it fails or how long it lasts.

The second trick is to ask the right people — people who have an inti-
mate knowledge of the asset, the ways in which it fails and the symptoms
of each failure. For most equipment, this usually means the people who
operate it, the craftsmen who maintain it and their first-line supervisors.
If the detection process requires specialised instruments such as condi-
tion monitoring equipment, then appropriate specialists should also take
part in the analysis.

Inpractice, the author has foundthat an effective way to crystallise thinking about
P-F intervals is to provide a number of mental ‘coat-hooks’ on which people can
hang their thoughts. For instance, one could ask: “do you think that the P-F
interval is likely to be of the order of days, weeks or months?” If the answeris (say)
weeks, the next step is to ask: “One, two, four or eight weeks?”

If everyone in the group achieves consensus, then the P-F interval has
been established and the analysts go on to consider other task selection
criteria such as the consistency of the P-F interval and whether the nett
interval is long enough to avoid the failure consequences.

Ifthe group cannotachieve consensus, then it is not possible to provide
a positive answer to the question “what is the P-F interval?”. When this
happens, the associated on-condition task must be abandoned as a way of
detecting the failure mode under consideration, and the failure must be
dealt with in some other way.

The third trick is to concentrate on.one failure mode at a time. In other
words, if the failure mode is wear, then the analysts should concentrate
on the characteristics of wear, and should not discuss (say) corrosion or
fatigue (unless the symptoms of the other failure modes are almost identi-
cal and the rate of deterioration is also very similar).

Finally, it must be clearly understood by everyone taking part in such
an analysis that the objective is to arrive at an on-condition task interval
whichislessthanthe P-F interval, butnot so much less that resources will
be squandered on the checking process.

The effectiveness of such a group is redoubled if management ex-
presses an appreciation of the fact thatitis made up of human beings, and
thathumans are not infallible. However, the analysts must also be aware
that if the failure has safety consequences, the price of getting it badly
wrongcould (literally) be fatal for themselves or their colleagues, so they
need to take special care in this area.
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7.8 When On-condition Tasks are Worth Doing

On-condition tasks must satisfy the following criteria to be worth doing:

« if afailureis hidden, it has no direct consequences. So an on-condition
task intended to prevent a hidden failure should reduce the risk of the
multiple failure to an acceptably low level. In practice, because the
functionis hidden, many of the potential failures which normally affect
evidentfunctionswould also be hidden. Whatis more, muchof this type
of equipment suffers from random failures with very short or non-
existent P-F intervals, soitis fairly unusual to find an on-condition task
whichis technically feasible and worth doing forahidden function. But
this does not mean that one should not be sought.

if the failure has safety or environmental consequences, an on-condition
task is only worth doing if it can be relied on to give enough waruning
of the failure toensure thataction canbetakenin time toavoid the safety
or environmental consequences.

« if the failure does not involve safety, the task must be cost-effective, so
over a period of time, the cost of doing the on-condition task must be
less than the cost of not doing it. The question of cost-effectiveness
applies to failures with operational and non-operational consequences,
as follows:

- Operational consequences are usually expensive, so an on-condition
task whichreduces the rate at which the operational consequences occur
is likely to be cost-effective. This is because the cost of inspectionis
usually low. This was illuswated in the example on pages 104 and 105.

- The only cost of a functional failure which has non-operational con-
sequences is the cost of repair. Sometimes this is almost the same as
the cost of correcting the potential failure which precedes it. In such
cases, even though an on-condition task may be technically feasible,
it would not be cost-effective, because over a period of time, the cost
of the inspections plus the cost of correcting the potential failures
would be greater than the cost of repairing the functional failure (see
pages 107 and 108.) However, an on-condition task may be justified
if the functional failure costs a lot more to repair than the potential
failure, especially if the former causes secondary damage.
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7.9 Selecting Proactive Tasks

It is seldom difficult to decide whether a proactive task is technically
feasible. The characteristics of the failure govern this decision, and they
are usually clear enough to make the decision a simple yes/no affair.

Deciding whether they are worth doing usually needs more judgement.
For instance, Figure 7.8 indicates that it may be technically feasible for
two or more tasks of the same category to prevent the same failure mode.
They may even be so closely matched in terms of cost-effectiveness that
which one is chosen becomes a matter of personal preference.

The situation is complicated further when tasks from two different
categories are both technically feasible for the same failure mode.

For example, most countries nowadays specify a minimum legaltread depth for
tyres (usually about2 mm). Tyres which are wornbelow this depth must either be
replacedorretreaded. Inpractice, truck tyres —especially tyres on similar vehicles
inasinglefleetworking the same routes—show afairly closerelationship between
age and failure. Retreading restores nearly all the original failure resistance, so
the tyres could be scheduled for restoration after they have covered a set dis-
tance. This means that all the tyres in the truck fleet would be retreaded after they
had covered the specified mileage, whether or not they needed it.

Figure 6.4inchapter 6, repeatedbelow as Figure 7.12, couldhave been drawn
for just such a fleet. This shows that in terms of normal wear, all the tyres last
between 50 000 and 80 000 km. If a scheduled restoration policy were to be
adopted on the basis of thisinformation, thereisarapidincreaseinthe conditional
probability of this failure mode at 50 000 km and none of these failures occur
before this age, so all of the tyres would be retreaded at 50 000 km. However, if
this policy were adopted many tyres would be retreaded long before it was really
necessary. In some cases, tyres which could have lasted as much as 80000 km
would be retreaded at 50 000 km, so they could lose up to 30 000 km of useful life.

On the otherhand, as discussedin part 6 of this chapter, itis possible to define
a potential failure condition for tyres related to tread depth. Checking tread depth
is quick and easy, soitis a simple matter to check the tyres every 2500 km and
to arrange for them to be retreaded only when they needit. This would enable the
fleet operator to get an average of 65000 km out of his tyres (in terms of normal
wear) without endangering his drivers, instead of the 50 000 km which he gets if
he does the scheduled restoration task described above - an increase in useful
tyre life of 30%. Soin this case on-condition tasks are much more cost-effective
than scheduled restoration.

<«—— "AVERAGE LIFE" ——> |

Figure 7.12:
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This example suggests the following basic order of preference for selec-
ting proactive tasks:

On-condition tasks
On-condition tasks are considered first in the task selection process, for
the following reasons:

* they cannearly always be performed without moving the asset from its
installed position and usually while it is in operation, so they seldom
interfere with the production process. They are also easy to organise.

» they identify specific potential failure conditions so corrective action
can be clearly defined before work starts. This reduces the amount of
repair work to be done, and enables it to be done more quickly.

* by identifying equipmenton the point of potential failure, they enable it to
realise almost all of its useful life (as illustrated by the tyre example).

Scheduled restoration tasks

If a suitable on-condition task cannot be found for a particular failure, the

next choice is a scheduled restoration task. It too must be technically

feasible, so the failures mustbe concentratedabout anaverage age. If they

are, scheduled restoration prior to this age can reduce the incidence of

functional failures. This may be cost-effective for failures with major

economic consequences, or if the cost of doing the scheduled restoration

task is significantly lower than the cost of repairing the functional failure.

The disadvantages of scheduled restoration are that:

* it can only be done when items are stopped and (usually) sent to the
workshop, so the tasks nearly always affect production in some way

« the age limit applies to all items, so many items or components which
might have survived to higher ages will be removed

* restoration tasks involve shop work, so they generate a much higher
workload than on-condition tasks.

However, scheduled restoration is more conservative than scheduled dis-

card becauseitinvolvesrestoring things instead of throwing them away.

Scheduled discard tasks

Scheduleddiscard is usually the least cost-effective of the three proactive
tasks, but where it is technically feasible, it does have a few desirable
features.

WWW eI} pediaeir
|

od @W‘é

Predictive Tasks 169

Safe-life limits may be able to prevent certain critical failures, while an
economic-life limit can reduce the frequency of functional failures that
have major economic consequences. However, these tasks suffer from all
the same disadvantages as scheduled restoration tasks.

Combinations of tasks
For a very small number of failure modes which have safety or environ-
mental consequences, a task cannot be found which on its ownreduces the
risk of failure to anacceptably low level, and a suitable modification does
not readily suggest itself.

In these cases, it is sometimes pos-
sible to find a combination of tasks
(usually from two different task cate-
gories, such as an on-condition task
and a scheduled discard task), which
reduces the risk of the failure to an ac-
ceptablelevel. Each task is carried out
at the frequency appropriate for that
task. However, it must be stressed that
situations in which this is necessary
are very rare, and care should be taken
nottoemploy such tasksona ‘beltand
braces’ basis.

Do the on-condition
task at intervals less
than the P-F interval

Do the scheduled
restoration task at
intervals less than
the age limit

The task selection process

The task selection process is summa-
rised in Figure 7.13. This basic order of
preference is valid for the vast major-
ity of failuremodes, butitdoesnotapply
in every single case. If a lower order
task is clearly going to be a more cost-
effective method of managing a failure
than a higherorder task, thenthe lower
order task should be selected.

Do the scheduled
discard task at
intervals less than
the age limit

Default action depends on
the failure consegquences
{See chapters 4, 8 and 9)

Figure 7.13:
The task selection process



8 Default Actions 1:
Failure-finding Tasks

8.1 Default Actions

Previous chapters have mentioned thatif a proactive task cannotbe found
which is both technically feasible and worth doing for any failure mode,
then the defaultaction which must be takenis governed by the consequen-
ces of the failure, as follows:

« ifaproactive task cannot be found which reduces the risk of the multi-
ple failure associated with a hidden function to a tolerably low level,
then a periodic failure-finding task must be performed. If a suitable
failure-finding task cannotbe found, then the secondary default decision
is that the item may have to be redesigned.

« if a proactive task cannot be found which reduces the risk of a failure
whichcould affect safety or the environment to a tolerably low level, the
item must be redesigned or the process must be changed.

* if a proactive task cannot be found which costs less over a period of time
than a failure which has operational consequences, the initial default
decision is no scheduled maintenance. (If this occurs and the opera-
tional consequences are still unacceptable, then the secondary default
decision is again redesign).

« if a proactive task cannot be found which costs less over a period of
time thana failure whichhasnon-operational consequences, the initial
default decision is no scheduled maintenance, and if the repair costs
are too high, the secondary default decision is once again redesign.

The location of the default actions in the RCM decision framework is
showninFigure 8.1 opposite. Atthis point, we are answering the seventh
of the seven questions which make up the RCM decision process:

e what should be done if a suitable proactive task cannot be found?

Thischapter considers failure-finding. Chapter 9dealswith redesignand
run-to failure, and alsoconsiders routine tasks which fall outside the RCM
decision framework such as walk-around checks.
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Willthe loss of function
caused by this failure
mode on its own
become evident to the
operating crew under
normal circumstances?

Could this failure mode
| cause a loss of function
Y| orsecondary damage
which could hurt or kill
someone or lead to the
breach of any known

N

Proactive maintenance
is worth doing if it
reduces the probability

environmental standard?

Y

Proactive maintenance
is worth doing if it reduces

Does this failure mode

|| have a direct adverse

N| effect on operational
capability?

Y

Proactive maintenance
is worth doing if over a
period of time it costs
less than the cost of the
operational conseguen-

Proactive maintenance
is worth doing if over a
period of time it costs
less than the cost of
repairing the failure

of a multiple failure to
atolerable level

the probability of the fail- ces plus the cost of

ure to a tolerable level repairing the failure
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| maintenance |
. Redesign may |
be desirable |

Figure 8.1: Default actions

1
= ifnot...

i NOL.. s

' Redésign is
compulsory

' Doya scheduled
| failure-finding task }

Redesign may
be desirable |

Redesign may
be compulsory

»» 8.2 Failure-finding

Why bother?

Much of what has been written to date on the subject of maintenance stra-
tegy refers to three — and only three -+ types of maintenance: predictive,
preventive and corrective. Predictive tasks entail checking if something
is failing. Preventive maintenance means overhauling items or replacing
components at fixed intervals. Corrective maintenance means fixing things
either when they are found to be failing or when they have failed.

However, there is a whole family of maintenance tasks which falls into
none of the above categories. Forexample, when we periodicallyactivate
a fire alarm, we are not checking if it is failing. We are not overhauling
or replacing it, nor are we repairing it.

We are simply checking if it still works.

Tasks designed to check whether something still works are known as
failure-finding tasks or functional checks. (In order to rhyme with the other
three families of tasks, the authorandhiscolleagues alsocallthemdetective
tasks because they are used to detect whether something has failed.)
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Failure-finding applies only to hidden or unrevealed failures. Hidden
failures in turn only affect protective devices.

If RCM is correctly applied to almost any modem, complex industrial
system, it is not unusual to find that up to 40% of failure modes fall into the
hidden category. Furthermore, up to 80% of these failure modes require
failure-finding, so up to one third of the tasks generated by comprehensive,
correctly applied maintenance strategy development programs are failure-
finding tasks.

A more troubling finding is that at the time of writing, many existing
maintenance programs provide for fewer than one third of protective
devices to receive any attention at all (and then usually at inappropriate
intervals). The people who operate and maintain the plant covered by
these programs are aware that another third of these devices exist but pay
them no attention, while it is not unusual to find that no-one even knows
that the final third exist. This lack of awareness and attention means that
most of the protective devices in industry — our last line of protection
when things go wrong ~ are maintained poorly or not at all.

This situation is completely untenable.

If industry is serious about safety and environmental integrity, then the
wholequestion of failure-finding needs to be given top priority as amatter
of urgency. As more and more maintenance professionals become aware
of the importance of this neglected area of maintenance, it is likely to
become a bigger maintenance strategy issue in the next decade than pre-
dictive maintenance has been in the last ten years. The rest of this chapter
explores this issue in some detail.

Multiple failures and failure-finding

A multiple failure occurs if a protected function fails while a protective
deviceisina failed state. This phenomenon wasillustrated in Figure 5.10
on page 114. Figure 5.11 on page 117 showed that the probability of a
multiple failure can be calculated as follows:

Probability of a
multiple failure

Probability of failure of
the protected function

Average unavailability e 1
of the protective device

This led to the conclusion that the probability of a multiple failure can be
reduced by reducing the unavailability of the protective device —in other
words, by increasing its availability. Chapter 5 wenton toexplain that the
best way to do this is to prevent the protective device from getting into a
failed state by applying some sort of proactive maintenance.
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Chapters 6 and 7 described how to decide whether any sort of proactive
maintenance is technically feasible and worth doing. However, when the
criteria described in these two chapters are applied to hidden functions,
it transpires that fewer than 10% of these functions are susceptible to any
form of predictive or preventive maintenance.

Nonetheless, although proactive maintenance is ofteninappropriate, it
is still essential to do something to reduce the probability of the multiple
failure to the required level. This can be done by checking periodically
whether the hidden function is still working.

For example, we cannot prevent the failure of a brake light bulb. So if there is no
warning circuitto show that abulb has failed, the only way to reduce the possibility

that a burnt-out bulb will fail to warn other drivers of our intentions is to check if
it is still working and replace it if it has failed.

Such checks are known as failure-finding tasks.

Scheduled failure-finding entails checking
a hidden function at regular intervals to
find out whether it has failed

This chapter looks at key technical aspects of failure-finding, describes
how to determine failure-finding intervals, defines the formal technical
feasibility criteria for failure-finding and considers what should be done
if a suitable failure-finding task cannot be found.

Technical aspects of failure finding

The objective of failure-finding is to satisfy ourselves that a protective
device will provide the required protection if itis called upon to do so. In
other words, we are not checking whether the device looks @K - we are
checking whether it still works as it should. (This is why failure-finding
tasks are also known as functional checks.) The following paragraphs
consider some of the key issues in this area.

Check the entire protective system

A failure-finding task must be sure of detecting all the failure modes
which are reasonably likely to cause the protective device to fail. This is
especially true of complex devices such as electrical circuits. In these
cases, the function of the entire system should be checked from sensor to
actuator.Ideally, thisshould bedoneby simulating the conditions the circuit
should respond to, and checking if the actuator gives the right response.
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For example, a pressure switch may be designed to shut down a machine if the
lubricating oil pressure drops below a certain level. Wherever possible switches
like this should be checked by dropping the oil pressure to the required level and
checking whether the machine shuts down.

Similarly, a fire detection circuit should be checked from smoke detector tofire
alarm by blowing smoke at the detector and checking if the alarm sounds.

Do not disturb

Dismantling anything always creates the possibility that it will be put
back together incorrectly. If this happens to a hidden function, the fact
that it is hidden means that no-one will know it has been left in a failed
state until the next check (or until itis needed). For this reason, we should
alwayslook for ways of checking the functions of protective devices with-
out disconnecting or otherwise disturbing them.

This having been said, some devices simply have to be dismantled or
removed altogether to check if they are working properly. In these cases,
great care must be taken to do the task in such a way that the devices will
still work when they are returned to service. (The mathematical implica-
tions of the fact that a failure-finding task might induce a failure are con-
sidered later in this chapter.)

It must be physically possible to check the function

In a very small but still significant number of cases, it is impossible to

carry out a failure-finding tasks of any sort. These are:

» whereitisimpossible to gainaccess to the protective device inorder to
check it (this is almost always a result of thoughtless design).

when the function of the device cannot be checked withoutdestroying
it(asin thecase of fusibledevicesand rupture discs). In most suchcases,
othertechnologies are available (such as circuit breakers instead of fuses).
However, in one or two cases our only options are to find some other
way of managing the risks associated with untestable protection until
something better comes along, or to abandon the processes concerned.

Minimise risk while the task is being done
It should be possible to carry out a failure-finding task without signifi-
cantly increasing the risk of the multiple failure.

An example of a borderline task is overspeeding something in order to check
whether the overspeed protection mechanism works.
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If a protective device has to be disabled in order to carry out a failure-
finding task, orif such a deviceis checked and found tobe ina failed state,
then alternative protection should be provided or the protected function
should be shut down until the original protection is restored. This issue
is discussed in more detail later.

Failure-finding should not be carried out on systems where it is called
for but would simply be toodangerous, (If society is serious about safety,
it is debatable whether such systems should be allowed to exist at all.)

The frequency must be practical

[t must be practical to do the failure-finding task at the required intervals.
However, before we can decide whether a required interval is practical,
we need to determine what interval is actually ‘required’. This issue is
considered next.

8.3 Failure-finding Task Intervals

This section of this chapter describes how to determine the frequency of
failure-finding tasks. It will start by explaining that this frequency depends
on two variables — the desired availability and the frequency of failure of
the protective device. It goes on to look at how we establish the ‘desired’
availability, and then examines different methods which can be used to
establish failure-finding intervals under different circumstances.

Failure-finding intervals, availability and reliability

We have seen that predictive and preventive maintenance task intervals
are each based on just one variable (P-F interval and useful life respec-
tively). The following paragraphs will show that not one but two variables
- availability and reliability — are used to set failure-finding intervals.

Figure 8.2 shows a situationin which ten motorbikes have beenin service for four
years. This means that the total service life of the fleet of bikes in this period is:
10 bikes x 4 years = 40 years.

The brake light on each motorbike has been checked once a year for four years.
(This example assumes that no attempt is made to check the lights between the
annual checks.) Over the four year period, the lights have been found to be in a
failed state on four occasions, as shown in Figure 8.2. So the mean time between

failures (MTBF) of the brake lights is:
40 years in service + 4 failures = 10 years.
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Bike 1998 1999 2000 2001
1 LEGEND
2 ® = Checked/OK
Z ® = Checked/failed
Failed during
5 this year
6 :
7
8 Figure 8.2:
9 Brake light
10 failures

x

In this case, the failure-finding interval of one year is equal to 10% of the MTBF
of ten years. However, we don't know exactly when each failed light ceased to
function. One might have failed the day after the last check, another the day before
the current check, and the rest at some time in between. All we know for sure is
that each of the four lights failed some time during the year preceding the check.
So in the absence of any better information, we assume that on average, each
failed light failed half way through the year. In other words, on average, each of
the failed lights was out of service for half a year. This means that over the four
year period, our failed lights were in a failed state for a total of:

4 failed lights x 0.5 years each in a failed state = 2 years.
Soonthe basis of the above information, it seems that we can expectanaverage
unavailability from our brake lights of:

2 years in a failed state + 40 years in service = 5%.
This corresponds to an availability of 95%.

The above example suggests that there is a linear correlation between the

unavailability (5 %), the failure-finding interval (1 year) and the reliability of

the protective device as given by its MTBF (10 years), as follows:
Unavailability = 0.5 x failure-finding interval + MTBF of the protective device

[t can be shown that this linear relationship is valid for all unavailabilities
of less than 5%, provided that the protective device conforms to an expo-
nential survival distribution (failure pattern E or random failure). (See
Cox & Tait"™!, Pp 283 - 284 or Andrews & Moss!™3, Pp 110 - 112)

Excluding task time and repair time

Note that the ‘unavailability’ of the protective device does not include
any unavailability incurred while the failure-finding task is being carried
out, nor does itinclude any unavailability caused by the need torepair the
device if it is found to be failed. This is so for two reasons:
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« the unavailability required to carry out the failure-finding task and to
effect any repairs is likely to be very small indeed relative to the unre-
vealed unavailability between tasks, to the extent that it will usually be
negligible on purely mathematical grounds

« both the failure-finding task and any repairs which might be needed
should be carried out under tightly controlled conditions. These condi-
tions should greatly reduce - if not completely eliminate - the chance
of a multiple failure while the intervention is under way. This entails
either shutting down the protected system or arranging alternative pro-
tection until the system has been fully restored. If this is done properly,
the unavailability resulting from the (controlled) intervention can be
ignored in any assessments of the probability of a multiple failure.

Inthe RCM decision process, the latter pointis covered by the criteria for
assessing whether a failure-finding task is worth doing. If there is a signi-
ficant increase in the likelihood of a multiple failure while the task is
underway,theanswer tothe question “Does thetask reduce the probabili-
ty of amultiple failureto a tolerable level” willbe ‘no’, and the RCM deci-
sion process defaults to the secondary default actions discussed later.

Calculating FFI using availability and reliability only

If we use the abbreviation ‘FFT’ to describe the failure-finding interval

and ‘MT[VE’ to describe the MTBF of the protective device, the above un-

availability equation can be rearranged to give the following formula:
FFl = 2 x unavailability x M

TIVE
This tells us that in order to determine the failure-finding interval for a
single protective device, we need toknow its mean time between failures
and the desired availability of the device (from which we can determine
the unavailability to be used in the formula).

For instance, assume that the riders of our motorbikes decide they are not satis-
fied with anavailability of 95%, and would prefer to see it increased to 99%. The
associated unavailability is 1%. If the MTBF of the brake lights stays unchanged
at four years, checking interval needs to be changed from once a year to:
FFl = 2 x 1% x 4years = 2% of 48 months = 1 month.

In other words, based on their availability expectations and the existing failure
data, the bikers need to check whether their brake lights are working once a month.
If they want an availability of 99.9%, they need to check about twice a week.
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(Strictly speaking, the above calculations are only valid if the brake lights
on all the bikes are used about the same number of times each week. If
there is a wide variation, both the MTBF and the failure-finding interval
should be calculated in terms of distance travelled, or even more precise-
ly, in terms of the number of times the brakes — and hence the brakelights
--are used. However, the key point to note at this stage is the connection
between the checking interval, the desired availability and the MTBF).

For people who are uncomfortable with mathematical formulae, form-
ula (2) above can be used to develop a simple table, as follows

- 199.99% | 99.95% | 99.9% | 99.5% | 99% | 98%| 95%

1 002% | 01% | 02% | 1% | 2% | 4% | 10%

Figure 8.3: Failure-finding intervals, availability and reliability

Required availability

Having established the relationship between availability, reliability and

failure-finding intervals, the nextissue to consider ishow we decide what

availability we require. Part 6 of Chapter 5 explained that this canbe done

in three stages, as follows:

1: first ask what probability the organisation is prepared to tolerate for the
multiple failure which could occurif the hidden function was not work-
ing when called upon to do so

2: then determine the probability that the protected function will fail in
the period under consideration

3: finally determine what availability the hidden function must achieve
to reduce the probability of the multiple failure to the desired level

In addition to carrying out these three steps, we need to find out the mean
time between failures of the hidden function. Once this has been done, we
are in a position to look at Figure 8.3 and select the task frequency which
corresponds to the level of availability established in step 3. This process
is illustrated in the following example:

Figure 8.4 summarises the duty/stand-by pump example in Chapter 5, where:

* instep 1 above, the users decided that they wanted the probability of the multi-
ple failure to be less than 1 in 1000 in any one year

* instep2they establishedthatthe rate of unanticipated failures of the duty pump
could be reduced to an average of 1in 10 years
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Figure 8.4:
Desired availability of a protected device

¢ this me_ant t_hat the unavailability of the stand-by pump must not exceed 1%, so
the availability of this pump has to be 99% or better (step 3).

Figure 8.3 suggeststhattoachieve an availability of 99% for the stand-by pump
someone wouldneedtocarry outa failure-finding task (in otherwords, check thai
it is fully functional) atan interval of 2% ofits mean time between failurés. Records
might show that the stand-by pump has a mean time between failures of 8 years
(or about 400 weeks), so the failure-finding task frequency should be:

2% of 400 weeks = 8 weeks = 2 monihs.

Rigorous Methods for Calculating FFI

Theabove example suggests thatitis possible to develop asingle formula
for determining failure-finding intervals which incorporates all the vari-
ables considered so far. In fact, this can be done by combining equations
(I)and (2) above, as explained in the following paragraphs. Let us begin
by defining a few key terms: )

* aprobability ofa multiple failureof I in | 000000 in any one yearimplies
amean tirne between multiple failures of 1 000 000 years. Let us call
FhlS M, .. If thisis so, then the probability of a multiple failure occurring
In any one year is 1/M, . (See again note on page 96)

* we have seen that if the demand rate of the protected function is (say)

once in 200 years, this corresponds to a probability of failure for the
protected function of 1 in 200 in any one year,or amean time between
Jailures of the protected function of 200 years. Let us call this M__
50 the probability of failure of the protected function in any one ;égl
will be 1/M,, .. This is also known as the demand rate.
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» as before, M, is the mean time between failures of the protective

device and FFI is the failure-finding task interval.

U,z i8 the allowed unavailability of the protective device.
If we substitute the above expressions, equation (1) becomes:
1M, = (M) X Uy . 3
This can be rearranged as follows:
Une = Migo + My, o 4
Equation (2) above states that:
FFI = 2 x U, ye X My 2
So substituting U,y from equation 4 into equation 2 gives:
FFI = 2 X M, x M, 5
M

MF
This formula allows a failure-finding interval to be determined in a single
step, as follows:

If we apply this formula to the figures used in the duty/stand-by pump system
mentioned above, M,,. is 1000 years, M, . is 8 years and M, is 10 years, so:
FFl = 2 x 8 x 100 = 2 months

1000

Multiple failure modes in a single protective device

Throughout this chapter, all the failure possibilities which could gause
each protective device to fail have been grouped together as one.smgle
failure mode (‘stand-by pump fails’). The vastmajority of protective de-
vicescanbe treated inthis way,becauseall the failuremodes which could
cause a protective device to cease to functionare checked when the func-
tion of the device as a whole is checked.

However, it is sometimes appropriate to carry out a detailed FMEA of
the device in order to identify individual failure modes which might on
their own cause the device tobe unable toprovide the required protection.
This is usually done in two sets of circumstances:

« when some of the failure modes are known to be susceptible to pro-
active maintenance, but others are neither predictable nor preventable.
In these cases, the appropriate on-condition or scheduled restoration/
discard task should be applied to the failure modes which qualify, and
failure-finding tasks applied to the remainder of the failure modes
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« when the protective device is new and the only failure data which are
available (from data banks, component suppliers or wherever) apply to
parts of the device but not to the device as a whole.

In these cases, equation (5) above can be modified to accommodate the
MTBF of each component of the device.

When the failure-finding task can cause the failure
A major practical problem which affects the whole question of failure-
findingisthatthe taskitself cancause the very failure whichit is supposed
to detect. This usually happens in one of two ways:

* the task stresses the system in such a way that it eventually causes it to
fail (as might be the case when a switch is tested, where the mere act of
switching imposes stresses on the mechanism of the switch)

* if the system needs to be disturbed to do the task, there is always a
chance that the person doing it will leave the system in a failed state.

In both cases, the device will be in a failed state from the moment the test
is completed. If p is the probability that it will be leftin such a state after
atest, thenp (as adecimal) will beits unavailability caused by the testing
process. If M is the mean time between failures caused by phenom-
ena other than the test, it can be shown (for a single system) that:
FFl = 2 X Mg eq X (MTE,—p) ...... 6
T-p M,

In this formula, the expressien (1 - p) can be ignored if pis less than 0.05.

Ifthe act of switching is the only cause of failure (in other words, there
isno M, ... andif the failure conforms to an exponential survival distri-
bution, the probability of a multiple failure is the demand rate (in years)
multiplied by the number of cycles between failures of the protective device.

MF

For example, if the demand rate is 40 years and the switch lasts an average of
600 000 cycles, then the probability of a multiple failure is:
1in (40 x 600 000) = 1in 24 000 000 years.

This is so because if the failure is caused only by switching, then the act
of operating the switch to check if it has failed will simultaneously:

* enable you to find out if the last operation of the switch caused it to fail

* stress the switch and so create the possibility that it will fail as a result
of the check.
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So under this unique set of circumstances (random failure caused‘ solely
by operating theitem), a failure-finding task whichinvolves operating the
item to check whether it has failed will have no effect at all on the pro-
bability of a multiple failure, regardless of how often the task is done. In
other words, the answer to the question “Is it practicaltodo the task atthe
requiredintervals?” is ‘no’, becausethereis no suitableinterval. Sointhis
case, if the organisation wants the probability of a multiple failure of the
switch described above to be less than 1 in 100 000 000 years, the only
way they can achieve this is by reducing the demand rate on th(? switch,
and/or by installing either more switches or a more reliable switch.

All of this indicates that failure rates which are given as a number of
operations should be treated with great caution, for the following reasons:

« they seldom indicate whether the failure under consideration is hidden
or evident

« they do not indicate whether the underlying failure-pattern is age-
related, in which case some form of scheduled restoration or scheduled
discard might be appropriate, or whether itis random

« despite the previous comment, a failure mode caused solelyby the oper-
ation of a switch is likely to be age-related. If this is so, then itis equally
likely thata preventive task could be identified which reduces the pro-
bability of a multiple failure to the required level.

This suggests that as a rule, important switches — especially big circuit
breakers —should not be treated as single failure modes. Rather,they should
be subjected to a detailed FMEA, and the most appropriate maintenance
policy developed for each failure mode.

Sources of Data for FFI Calculations

Most modern industrial undertakings possess several thousand protected
systems, most of which incorporate hidden functions. The multiple fail-
ures associated with many of these systems will be serious enough to
necessitate using one of the rigorous approaches to failure-finding.

If accurate data about the probability of failure of the protected function
and the mean time between failures of the hidden function are available,
the calculations can be performed quite quickly. If this information is not
available — and very often it is not —then it is necessary to estimate what
these variables are likely to be in the context under consideration. Inrare
cases, it might be possible to obtain data from one of the following:
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* the manufacturers of the equipment

» commercial data banks

* other users of similar equipment.

More often, however, the estimates have to be based on the knowledge
and experience of the people who know the most about the equipment. In
many cases these are operators and maintenance craftsmen. (When using
data from external sources, take special note of the operating context of
the items for which the data was gathered compared to the context in
which your equipment is operating.)

Once a failure-finding task frequency has been established and the
tasks are being done on a regular basis, it becomes possible to verify the
assumptions used todetermine the frequency quite rapidly. However, this
does require the keeping of absolutely meticulous records, not only about
when each failure-finding task is done, but also about:

¢ whether or not the hidden function is found to be functional each time
the task is done

* how often the protected function fails (this can often be inferred from
the number of times the protected function makes use of the protective
device ~ for instance, from the number of times a pressure relief valve
actually has to relieve the pressure in the system).

Onthebasis ofthisinformation the actual meantime between failures can
be calculated and, if necessary, the task frequency revised accordingly.

Failure modes where the MTBF and/or the associated failure patterns
are completely unknown — and a satisfactory guess cannot be made -
should be putinto an age-exploration program right away to establish the
true picture. If the situationis such that the uncertainty cannot be tolerated
while the data are being gathered - in other words, if the consequences
of guessing wrong are simply too serious for the organisation (or in some
cases, society as a whole) to accept — then every effort should be made to
change the consequences. This in turn will nearly always necessitate
some form of redesign.

An Informal Approach to Setting Failure-finding Intervals

Not every hidden function is important enough to warrant the time and
effort needed to do a full rigorous analysis. This applies mainly to multi-
ple failures which do not affect safety or the environment. It could also
apply to multiple failures which could affect safety but where the protec-
ted functionis inherently very reliable and the threat to safety is marginal.
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In these cases, it may be sufficient to take a general view of the entire
protected system in its operating context, and go straight to a decision on
adesired level of availability for the hidden function. This decision is then
used inconjunction with the MTBF of the hidden failure to set a task inter-
val, using the table in Figure 8.3. (Some organisations even go so far as
to use an availability of 95% forall hidden functions where the associated
multiple failure cannot affectsafety or the environment. However, gene-
ral policies of this nature can be dangerous so they should only be used
by people who have extensive experience with this type of analysis.)

Once again, if adequate records about hidden failures are notavailable
- and they seldom will be — it will be necessary to guess at the MTBF's
to begin with- But again these records should be compiled as quickly as
possible to validate the initial estimates.

Other Methods of Calculating Failure-finding Intervals

The range of techniques for setting failure-finding intervals described so

far in this chapter is by no means exhaustive. Many additional variants

have been developed by the Aladon network of RCM specialists. These

include formulae for:

* voting systems

 multiple, independent, fully redundant systems

« deriving cost-optimised intervals for systems where the multiple failures
do not affect safety or the environment.

As this book is only intended to provide an introduction to this subject,

these formulae are not included in this chapter.

The Practicality of Task Intervals

The methods described so far for calculating failure-finding intervals some-
times produce very short or very long intervals. In some cases, these inter-
vals might be too long or too short, as follows:

* avery short failure-finding task interval has two main implications:

- sometimes the interval is simply far too short to be practical. Exam-
ples would be failure-finding tasks which call formajoritems of plant
to be shut down every few days

- the task could cause habituation (which might happen if a fire alarm
is tested too often).

Inthesecases, the proposed taskis rejected and we move on to the next

stage of the RCM decision-making process, as discussed later.
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* we alsoencounter very longintervals — sometimes as long as a hundred
years ormore. Here the process is clearly suggesting that we really need
not worry about doing the task at all. In these cases the proposed ‘task’
should be stated as follows: ‘the risk/reliability profile is such that failure-
finding is felt to be unnecessary’.

inrare cases, task intervals emerge which are significantly longer than
the demand rate (MFED). It makes little sense to carry out a failure-finding
tasl§ at mtervals (FFT) which are longer than the system is ef fectively
testing itself (M. ), so in these cases, the answer to the question “Is it
practical to do the task at the required interval?” will be ‘no’. However,
bear in mind that if a failure-finding task is not done on a protected
system, (and if M, . is more than 4 or 5 times greater than M., which
is usually the case), it can be shown that: "
Mye = Mg, + My
If this value of M, is too low to be acceptable, then the protection is

inad‘equate and the system will almost certainly have to be redesigned,
as discussed in the next chapter.

8.4 The Technical Feasibility of Failure-finding

The issuesdiscussed inParts 2 and 3 of this chaptermean that fora failure-
finding task to be technically feasible, it should be possible to do the task
atall, it should be possible todo it without increasing the risk of the multi-
ple failure, andit should be practicalto do the task at the requiredinterval.

Failure-finding is technically feasible if

® it is possible to do the task

¢ the task does not increase the risk of a multiple failure
e it is practical to do the task at the required interval.

The ijective of a failure-finding task is to reduce the probability of the
multiple failure associated with the hidden function to a tolerable level.
It is only worth doing if it achieves this objective.

Failure-finding is worth doing if it reduces the probability
of the associated multiple failure to a tolerable level
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Failure-finding is a Default Action!

Bear in mind that successful proactive maintenance prevents things from
failing, whereas failure-finding accepts that they will spend some time -
albeitnot very much —in afailed state. This means that proactive mainte-
nance is inherently more conservative (in other words, safer) than failure-
finding, so the latter should only be specified if a more effective proactive
task cannot be found. For this reason, it is wise to avoid RCM decision
diagrams which put failure-finding ahead of proactive maintenance inthe
task selection process.

What if Failure-finding is Not Suitable?

If it transpires that a failure-finding task is not technically feasible or

worth doing, we have exhausted all the possibilities which might enable

us to extract the required performance from the existing asset. Where this

leaves us is once again governed by the consequences of the multiple

failure, as follows:

« ifasuitable failure-finding task cannot be found and the multiple failure
could affect safety or the environment, something must be changed in
order to make the situation safe. In other words, redesign is compulsory

« if a failure-finding task can-
not be found and the multi-
ple failure does not affect
safety or the environment,
then itis acceptable to take
no action, but redesign may
be justified if the multiple
failure has very expensive
consequences.

This decision processis sum-
marised in Figure 8.5. (This
diagram is a fuller descrip-
tion of this aspect of the proc-
ess than the two boxes at the
foot of the left hand column
in Figure 8.1):

Figure 8.5:
Failure-finding:
the decision process
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9 Other Default Actions

Three defaultactions are shown at the foot of Figure 8.1. The firstofthese
—failure-finding — was covered in Chapter 8. This chapter focuses on no
scheduled maintenance and redesign. It also briefly reviews the role of
walk-around checks.

9.1 No Scheduled Maintenance

We have seen that failure-finding is the initial default action if a suitable
proactive task cannotbe found fora hidden failure. However, if a suitable
failure-finding task cannot be found in turn, then redesign is the compul-
sory secondary defaultaction if the multiple failure has safety orenviron-
mental consequences. We have also seen that if an evident failure has
safety or environmental consequences and a suitable preventive task can-
not be found, something must also be changed to make the situation safe.

However, if the failure is evident and it does not affect safety or the
environment, or if it is hidden and the multiple failure does not affect
safety or the environment, then the initial default decision is to do no
scheduled maintenance. In these cases, the items are leftin service until
a functional failure occurs, at which point they are repaired or replaced.
In other words, ‘no scheduled maintenance’ is only valid if:

« a suitable scheduled task cannot be found for a hidden function, and the
associated multiple failure does not have safety or environmental con-

sequences

* acost-effective preventive task cannot be found forfailures which have
operational or non-operational consequences.

Note thatifa suitable preventive task cannot be found for a failure under
either of these circumstances, it simply means that we do not carry out
scheduled maintenanceon thatcomponentin its present form. It does not
mean that we simply forget about it. As we see in the next section of this
chapter, there may be circumstances under which it is worth changing the
design of the component to reduce overall costs.
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9.2 Redesign

The question of equipment design has arisen again and again as we have
traced the steps which must be followed to develop a successful mainte-
nance program. In this partof this chapter, we consider two generalissues
which affect the relationship between design and maintenance, and then
consider the part played by redesign in the task selection process.

The term ‘redesign’ is used in itsbroadestsense in this chapter. Firstly,
it refers to any change to the specification of any item of equipment. This
means any action which should result in a change to adrawing or a parts
list. It includes ¢hanging the specification of acomponent, adding a new
item, replacing ‘an entire machine with one of a different make or type,
or relocating a machine. It also means any other once-off change to a
process or procedure which affects the operation of the plant. It even
coverstrainingasamethod of dealing with a specificfailuremode (which
can be seen as ‘redesigning’ the capability of the person being trained.)

Design and Maintenance

Changing anything is expensive. It involves the cost of developing the
new idea (designing a new machine, drawing up anew operating procedure),
the cost of turning the idea into reality (making a new part, buying a new
machine, compiling a new training program) and the cost of implementing
the change (installing the part, conducting the training program). Further
indirect costs are incurred if equipment or people have to be taken out of
service while the change is being implemented. There is also therisk that
a change will fail to eliminate or even alleviate the problem it is meant to
solve. In some cases, it may even create more problems.

As aresult, the whole question of modifications should be approached
with great caution. Two issues need particular attention:
« what do we consider first - design or maintenance?
« the relationship between inherent reliability and desired performance.

Which comes first - redesign or maintenance?

Reliability, design and maintenance are inextricably linked. Thiscanlead
toatemptation to start reviewing the design of existing equipment before
considering its maintenance requirements. In fact, the RCM process con-
siders maintenance first for two reasons.
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Most modifications take from six months to three years from concep-
tion to commissioning, depending on the cost and complexity of the new
design. On the other hand, the maintenance person who is on duty foday
has to maintain the equipment as it exists today, not what should be there
or what might be there some time in the future. So today’s realities must
be dealt with before tomorrow’s design changes.

Secondly, most organisations are faced with many more apparently
desirable design improvement opportunities than are physically or eco-
nomically feasible. By focusing on failure consequences, RCM does
much to help us to develop a rational set of priorities for these projects,
especially because it separates those which are essential from those that
are merely desirable. Clearly, such priorities can only be established after
the review has been carried out.

Inherent reliability vs desired performance

Among other things, Part2 of Chapter 2 stressed that the inherent reliabi-
lity of any asset is established by its design and by how it is made, and that
maintenance cannot yield reliability beyond that inherent in the design.
This led to two important conclusions.

Firstly, if the inherent reliability or built-in capability of an asset is
greater than the desired performance, maintenance can help achieve the
desired performance. Most equipment is adequately specified, designed
and built, so it is usually possible to develop a satisfactory maintenance
program, as described in previous chapters. In other words, in most cases,
RCM helps us to extract the desired performance from the asset as it is
currently configured.

On the other hand, if desired performance exceeds inherent reliability,
then no amount of maintenance can deliver the desired performance. In
these cases ‘better’ maintenance cannot solve the problem, so we need to
look beyond maintenance for the solutions. Options include:

* modifying the equipment

* changing operating procedures

* lowering our expectations and deciding to live with the problem.
This reminds us that maintenance is not always the answer to chronic
reliability problems. It also reminds us that we must establish as soon and
as precisely as possible what we want each piece of equipment to do in its
operating contextbefore we can starting talking sensibly about the appro-
priateness of its design or its maintenance requirements.
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Redesign as the Default Action

Figure 8.1 shows that redesign appears at the bottom of all four columns
of the decision diagram. In the case of failures which have safety or
environmental consequences, it is the compulsory default action, and in
the other three cases, it ‘may be desirable’. In this part of this chapter, we
consider each case in more detail, starting with the safety case.

Safety or environmental consequences

If a failure could affect safety or the environment and no preventive task
or combination of tasks can be found which reduces the risk of the failure
to an acceptable level, something must be changed, simply because we
arc dealing with a safety or environmental hazard which cannot be ade-
quately prevented. In these cases, redesign is usually undertaken with one
of two objectives:

toreducethe probability of the failure mode occurring to alevel which
is acceptable. This is usually done by replacing the affected component
with one which is stronger or more reliable.

tochange the item or the process in such a way that the failurenolonger
has safety or environmental consequences. This 1s most often done by
installing one or more of thefivetypes of protective devices whichwere
categorised as follows in Chapter 2:

- to alert operators to abnormal conditions

- to shut down the equipment in the event of a failure

toeliminate orrelieve abnormal conditions which follow afailure and
which might otherwise cause more serious damage

to take over from a function which has failed

- to prevent dangerous situations from arising. ‘
Remember that if such a device is added, its maintenance requirements
must also be analysed. Safety or environmental consequences can also
be reduced by eliminating hazardous materials from a process, or even
by abandoning a dangerous process altogether.

As mentioned in Chapter 5, when dealing with safety or the environment,
RCM does not raise the question of economics. If the level of risk asso-
ciated with any failure is regarded as unacceptable, we are obliggd ei.ther
to prevent the failure, or to make the process safe. The alternative 1s to
accept conditions that are known to be unsafe or environmentally unsound.
This is no longer acceptable in most industries.
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Hidden failures
In the case of hidden failures, the risk of a multiple failure can be reduced
by modifying the equipment in one of four ways:

* make the hidden function evident by adding another device: Certain

hidden functions can be made evident by adding another device which
draws the attention of the operator to the failure of the hidden function.

For example, a battery used to power a smoke detector is a classical hidden
functionif noadditionalprotectionis provided. However, a warning light s fitted
to most such detectors in such a way that the light goes out if the battery fails.
In this way the additional protection makes the function of the battery evident.
(Note that the light only tells us about the condition of the battery, not about the
ability of the detector to detect smoke.)

Special care isneeded in this area, because extra functions installed for
this purpose also tend to be hidden. If too many layers of protection are
added, it becomes increasingly difficult - if not impossible - to define
sensible failure-finding tasks. A much more effective approach is to
substitute an evident function for the hidden function, as explained in
the next paragraph.

substitute an evident function for the hidden function: In most cases
this means substituting a genuinely fail-safe protective device for one
which is not fail-safe. This is surprisingly difficult to do in practice, but
if it is done, the need for a failure-finding task falls away at once.

For example, one commonly used way to warn the driver of a vehicle that his
brake lightshave failed is to install a warning light which is switched on if the
brake lights fail. (In many cases, this lightis also switched on for a short while
when the ignition is switched on. However, so are all the other lights on the
dashboard. Under these circumstances one missingwarninglightislikely to be
overlooked, so its function is effectively hidden.)

The system might also be configured in such a waythatits full function can
only be tested by disabling a brake light and seeing if the warning light comes
on. Thisis a clumsy and invasive task which is likely to cause more problems
thanitsolves, soitis likely tobe dismissed on the grounds of impracticality. The
multiple failures associated with this system could have serious safety conse-
quences, so it is necessary to reconsider the design.

One way to eliminate this problem is to make the function of the brake lights
andof the warning systemevident. This can be done by substituting fibre-optic
cables for the warning light, and mounting the cables so that the driver looks
through them atthe brake lights every time he uses the brakes. (Infact, he sees
apinprick of light at the end of each cable.) In this situation, itis apparent to the
driver if either a brake light or a cable fails. In other words, the function of this
protective device is now evident, so failure-finding is no longer necessary.
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o substituteamorereliable (but still hidden) device for the existing hid-
den function: Figure 8.3 suggests that a more reliable hidden function
(in other words, one which has a higher mean time between failures)
will enable the organisation to achieve one of three objectives:

- toreducetheprobability of the multiple failure withoutchanging the
failure-finding task intervals. This increases the level of protection

- toincrease the interval between tasks without changing the probabil-
ity of the multiple failure. This reduces resource requirements

- toreduce the probability of the multiple failure and increase the task
intervals, giving increased protection with less effort.

*

duplicate the hidden function: If it is not possible to find a single pro-
tective device which has a high enough MTBF to give the desired level
of protection, it is still possible to achieve any of the above three objec-
tives by duplicating (or even triplicating) the hidden function.

Let usreturnto the example of a duty pump with a stand-by. It was explained
on page 179 thatif the users want the probability of a multiple failure to be less
than 1in 1000, and the unanticipated failure rate of the duty pump is reduced
to 1in 10 years, then the availability of the stand-by pump has to be 99% or
better. This led to the conclusion that a failure-finding task should be done on
the stand-by pump every 2 months in order to achieve an availability of 99%
(based on an MTBF for this pump of 8 years).

However, now let us assume that someone has decided that the probability
of amultiple failure in this system should notexceed 1in 100000 (or 10°%), rather
than 1in 1000. If the mean timebetween unanticipated failures of the duty pump
(M,,) isunchangedat 10 years, applying formula 4 in Chapter 8 shows that the
unavailability (U, .) of the stand-by pump should not exceed:

Uive = Myo/M,,. = 10/100000 = 10
So the unavailability of the stand-by pump must now not exceed 10* (0.01%).
If the MTBF of the stand-by pump is unchanged at 8 years, applying formula 2
from Chapter 8 yields the following:
FFl = 2 x 10* x 8 years = 14 hours
Activating a stand-by pump this oftenis plainlyimpractical, somore thoughthas
to be given to the design of this system.

In fact, Figure 9.1 opposite shows thatif we were to add a second stand-by
pump, and ensure that the availability of each stand-by pump on its own exceeds
99% (corresponding to an unavailability of 1%, or 10?), the probability of the
multiple failure would be:

10" x 102 x 102 = 10°
or1in 100 000. Figure 8.3 suggests that this can be achieved by doing a failure-
finding task on each stand-by pump at the original frequency of once every 8
weeks. In other words, a much higher level of protection is achieved without
changing the task interval.
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 — One year ~————
Duty Probability of failure in any
pump 1 year unchanged at 1in 10
Stand-by Availability 99% Unavailability 1%
pump 1
Stand-by Availability 99% Unavailability 1%
Figure 9.1: pump 2
The effect of /
duplicating a Probability of a multiple failure in any 1 year:

hidden function 1in10 x 1in 100 x 1in 100 = 1in 100 000

Operational and non-operational consequences

If a technically feasible preventive task cannot be found which is worth
doing for failures with operational or non-operational consequences, the
immediate default decision i1s no scheduled maintenance. However, it
may still be desirable to modify the equipment to reduce total costs. To
achieve this, the plant could be modified to:

* reduce the number of times the failure occurs, or possibly eliminate it
altogether, again by making the component stronger or more reliable

* reduce or eliminate the consequences of the failure (for example, by
providing a stand-by capability)

* make a preventive task cost-effective (for instance, by making a com-
ponent more accessible).

Note that in this case the failure consequences are purely economic so
modifications must be cost-justified, whereas they were the compulsory
default action if the failure had safety or environmental consequences.

There is no one way to determine whether a modification will be cost-
effective. Each case is governed by a different set of variables, which in-
clude a before-and-after assessment of maintenance and operating costs,
the remaining technologically useful life of the asset, the likelihood that
the modification will work, the number of other projects competing for
the capital resources of the company and so on.

A detailed cost-benefit study which takes all these factorsinto account
canbe very time-consuming, so it is helpful to know beforehand whether
this effort is likely to be worthwhile. To help make a quick preliminary
assessment, Nowlan & Heap'?’® developed the decision diagram shown
in Figure 9.2.
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Figure 9.2:
Decision diagram
for a preliminary
assessment

of a proposed
modification

Redesign is
not justified

No

Redesign is
not justified

No matterhowreliable, all
assets are eventually super-
seded by new technology.
So the first question to ask
is whether the asset under
consideration is going to
berendered obsolete inthe I
near future. If it is, then it Redesign is
is clearly not worth modi- not justified
fyingit. On the otherhand,

if it is going to be around for a while
longer, the modification might have
achancetopayforitself. This is why
the first question in Figure 9.2 asks:

Is the remaining technologically useful life of the equipment high?

Some organisations demand that modifications should pay for them-
selves within a specified period - say, two years. This effectively sets the
operational horizon of the equipment at two years. This type of policy
reduces the number of projects initiated on the basis of projected cost-
benefits and ensures that only projects which will pay for themselves
quickly are submitted for approval. So if the answer to the first question
in Figure 9.2 is ‘no’, redesign is probably not justified.

No

]
Redesign is
not justified

No Yes

No Yes

| !
Redesign is Redesignis
not justified desirable
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Forexample Figure 9.3 shows a stainless steel
hopper which is periodicallyblocked by lumps. o
So far, the RCM process has revealed that Proposed modification:

a stainless steel grid

this failure mode costs £400 in lostproduction
000000000000

every time it occurs, and that it cannot be pre-
vented by maintenance. It has been sugges-
tedthatone way to eliminate the failure mode
might be to install a stainless steel grid above
the hopper outlet at a cost of £6 000.

If the hopper were due to be superseded
within two years, it is highly unlikely that this
modification would be worth doing, especially
in view of the fact that several months would
elapse before it could be commissioned. On
the other hand, if the hopper were to remain in
service for several more years, the modifica-
tion would be worth further consideration.

The problem:
lumps which
occasfonally
block the
hopper
outlet

Figure 9.3:
A stainless steel hopper

If the answer to the first question is ‘yes’, the next question to consider
is whether the failure is happening often enough to be areal problem:

Is the functional failure rate high?

This question eliminates items which fail so seldom that the cost of
redesign would probably be greater than the benefits to be derived from
it (unless of course a preventive task is the reason for a low failure rate.
This is why a ‘no” answer to this question does not immediately abort the
modification — the maintenance task itself mightbe so expensive that the
modification is still justified.)
Forexampleiftheblockageinthehopperoccurredonceeverytwo orthreeyears,
no-one would pay much attention to it. If it occurred once a month, it would be
worth investigating further.

If the failure rate is high, we start considering the economic implications
of the failure:

Does the failure involve major operational consequences?

If the answer is yes, then the question of redesign should be taken further.
A ‘no’ to this question means that the failure only has a minor effect on

operating costs, but we must still consider the maintenance costs associ-
ated with the failure by asking:

Is the cost of scheduled and/or corrective maintenance high?

Note that this question is approached from two directions. As we have
seen, we may get a ‘no’ answer to the failure rate question only because
a very costly preventive task is preventing functional failures.



196 Reliability-centred Maintenance

A ‘no’ answer to the question of operational consequences means that

failures might not be affecting operating capability, but they may result
in excessive repair costs. So a ‘yes’ answer to either of these two ques-
tions brings us to the design change itself:
Arethere specific costswhichmight be eliminatedby the design change ?
This question refers to the operational consequences and the direct costs
of proactive and/or corrective maintenance. However, if these costs are
not related to a specific design feature, it is unlikely that the problem will
besolved by adesign change. Soa ‘no’” answerto this questionmeans that
itmay be necessary to live with the economic consequences of the failure.
On the other hand, if the problem can be pinned down to a specific cost
element, then the economic potential of redesign is high.

In the case of the hopper, it is hoped that the grid would prevent the lumps from
reaching the hopper outlet, and so eliminate the cost of £400 per blockage.

But will the new design work? In other words:

Isthere a high probability, with existing technology, that the modification
will be successful?

Although a particular design change might be very desirable economi-
cally, there is a chance that it will not have the desired effect. A change
directed at one failure mode may reveal other failure modes, requiring
several attempts to solve the problem. Any design change which entails
adding hardware also adds more failure possibilities — maybe too many.
Soifacold-blooded assessment of the proposed changeindicates alow
probability of success, the change is unlikely to be economically viable.
Forinstance, in the case of the hopper we would need to be sure thatlumps would
notsimply accumulate on the grid and coagulate into a possibly much more costly
problem in the long term.
Any proposed design change which makes it this far deserves a detailed
cost-benefit study:

Does an economic trade-off study show an expected cost saving?

Such astudy compares the expected reduction in costs over the remaining
useful life of the equipment with the costs of carrying out the modifica-
tion. To be on the safe side, the expected benefit should beregarded as the
projected saving if the first attempt at improvement is successful, multi-
plied by the probability of success at the first try. Alternatively it might
be considered that the design change will always be successful, but only
some of the savings will be achieved.
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If we are certain that the modification to the hopper will work, a discounted cash
flow analysis on the figures provided for the hopper (at a discount rate of 10%)
shows that the modification will pay for itself

* in five years if the blockage occurs four times per year,

* in seven years if it occurs three times per year and

* in more than ten years if it occurs twice per year.

This type of justification is not necessary, of course, if the reliability
characteristics of anitemare the sub ject of contractual warrantiesor if the

changes are needed for reasons other than cost (such as safety).

9.3 Walk-around Checks

Walk-around checks serve two purposes. The first is to spot accidental
damage. These checks may include a few specific on-condition tasks for
the sake of convenience, but damage in general can occur at any tirne and
is not related to any definable level of failure resistance.

As aresult, there is no basis for defining an explicit potential failure
condition orapredictable P-F interval. Similarly, the checks are not based
on the failure characteristics of any particular item, but are intended to
spot unforeseen exceptions in failure behaviour.

Walk-aroundchecks are also meant to spot problems due to ignorance
or negligence, such as hazardous materials or foreign objects left lying
around, spillage, and otheritems of ahousekeeping nature. They also give
managers an opportunity to ensure that general standards of maintenance
are satisfactory, and can be used to check whether maintenance routines
are being done correctly. Again, there are rarely any explicit potential
failure conditions and no predictable P-F interval.

Some organisations distinguish between formal scheduled tasks and
walk-around checks on the pretext that one is mainly technical and the
other predominantly managerial, so they are sometimes done by different
people. In fact it does not matter who does them, as long as both are done
frequently and thoroughly enough to ensure a reasonable degree of pro-
tection from the consequences of the failures concerned.
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10 The RCM Decision Diagram

Sheet N?

Date
Date

10.1 Integrating Consequences and Tasks

Chapters 5 to 9 have provided a detailed explanation of the criteria used
to answer the last three of the seven questions which make up the RCM
process. These questions are:

Facilitator:
Auditor:

® in what way does each failure matter?

e what can be done to prevent each failure?

Syatem N¢
Sub-syatem N¢

o what should be done if a suitable preventive task cannot be found?

This chapter summarises the most important of these criteria. It also
describes the RCM Decision Diagram, which integrates all the decision
processes into a single strategic framework. This framework is shown in
Figure 10.1 overleaf, and is applied toeach of the failure modeslisted on
the RCM Information Worksheet.

Finally, this chapter describes the RCM Decision Worksheet, which is
the second of the two key working documents used in the application of |
RCM (the Information Worksheet shown in Figure 4.13 being the first).

 Proposedtask

10.2 The RCM Decision Process

The RCM Decision Worksheet is illustrated in Figure 10.2 opposite. The
rest of this chapter demonstrates how this worksheet is used to record the
answers to the questions in the Decision Diagram, and in the light of these
answers, to record:

SYSTEM
SUB-SYSTEM

« what routine maintenance (if any) is to be done, how often it is to be
done and by whom

 which failures are serious enough to warrant redesign

« cases where adeliberatedecision has been made to let failures happen.

DECISION
WORKSHEET
© 1950 ALADON LTD

RCMII

Figure 10.2: The RCM Decision Worksheet
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Will the loss of function
caused by this failure mode IR
on its own become evident

to the operating crew under
normal circumstances?

Is a task to detect whether
the failure is occurring or
about to occur technically

feasible and worth doing?

Scheduled
on-condition task

Is a scheduled restoration
task to reduce the failure

rate technically feasible
and worth doing?

Scheduled
restoration task

;

Scheduled
discard task

Is a scheduled discard
task to reduce the failure
rate technically feasible
and worth doing?

12L¥ s a failure-finding task to
detect the failure technically

feasible and worth doing?

Yes No
Scheduled Could the
failure-finding multiple
task failure affect

safety or the
environment?

Reliability-centred M aintenance

EDOES the failure

mode cause a
loss of function
or other damage
which could hurt
or kill someone?

Does the failure mode
B cause a loss of function
or other damage which
could breach any known
environmental standard
or regulation?

Is a task to detect whether
the failure is occurring or
about to occur technically

feasible and worth doing?

Scheduled
on-condition task

.Is a scheduled restoration
task to avoid failures
technically feasible

and worth doing?

Scheduled
restoration task

i

Scheduled
discard task

Is a combination of tasks
to avoid failures technically
feasible and worth doing?

Is a scheduled discard

task to avoid failures
technically feasible
and worth doing?

Yes No
Combination Redesign is
of tasks compulsory

Redesign is m No scheduled , 5 5 n o Redesign may

compulsory

maintenance be desirable

1
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Does the failure mode have
a direct adverse effect on

the direct cost of repair)?

Is a task to detect whether
the failure is occurring or
about to occur technically
feasible and worth doing?

Scheduled
on-condition task

Is a scheduled restoration
task to reduce the failure
rate technically feasible
and worth doing?

Scheduled
restoration task

Is a scheduled discard
task to reduce the failure
rate technically feasible
and worth doing?

Yes No
Scheduled No scheduled
discard task maintenance
1
i [ ]
| Redesign may
i be desirable
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operational capability (output,
quality, customer service or
operating costs in addition to
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Is a task to detect whether
the failure is occurring or
about to occur technically

feasible and worth doing?

Scheduled
on-condition task

Is a scheduled restoration
task to reduce the failure
rate technically feasible

and worth doing?

Scheduled
restoration task

Is a scheduled discard
task to reduce the failure
rate technically feasible

and worth doing?

Yes No
Scheduled No scheduled
discard task maintenance

[ ]
]

]
Redesign may
be desirable

Flgure 1() 1.'

© 1991 Aladon Ltd
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The decision worksheet is divided into sixteen columns. The columns
headedF, FFand FM identify the failure mode under consideration. They
areusedtocross-refer theinformation anddecision worksheets, as shown
in figure 10.3 below:

RCMII SYSTEM

INFORMATION Cooling Water Pumping Systen
WORKSHEET SUB-SYSTEM

© 1990 ALADON LTD

FUI

1 |Bearing seized due to normal
wear and tear

A | Unable to transfer any water at

1 | To transfer water from tank X
to tank Y at not less than 800
litres/minute

RCMII

DECISION
WORKSHEET {[sus§vsTEm
© 1990 ALADON LTD

SYSTEM
COO[Z@ ther Figure 10.3:
Cross-referring
the information

and decision

worksheets

The headings on the next ten columns refer to the questions on the RCM
Decision Diagram in Figure 10.1, as follows:
¢ the columns headed H, S, E, O and N are used torecord the answers to
the questions concerning the consequences of each failure mode
« the next three columns (headed H1, H2, H3 etc) record whether a pro-
active task has been selected, and if so, what type of task
« if it becomes necessary to answer any of the default questions, the
columns headed H4 and HS, or S4 are used to record the answers.
The last three columns record the task which has been selected (if any),
the frequency with whichitis to be done and who has been selected to do
it. The ‘proposed task’ column is also used torecord the cases where re-
design is required or it has been decided that the failure mode does not
need scheduled maintenance.
In the following paragraphs, each of these four sections of the decision
worksheet is reviewed in the context of the associated questions on the
Decision Diagram.
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Failure Consequences

The precise meanings of questions H, S, E and O in Figure 10.1 are dis-
cussed atlength in Chapter 5. These questions are asked for each failure
mode, and the answers recorded on the decision worksheet on the basis
shown in Figure 10.4 below.

Write the letter N
-- --in column H and
go to question H1

Write the letter Y
-~ in column O and
go to question O1

---------- Write the letter N in column O
and go to question N1

Figure 10.4: Using the decision worksheet to record failure consequences

Figure 10.5 shows how the answers to these questions are recorded on the
decision worksheet. Note that:

* eachfailure mode is dealt with in terms of one category of consequen-
ces only. So if it is classified as having environmental consequences,
we do not also evaluate its operational consequences (at least when per-
forming the first analysis of any asset). This means that if for instance
a ‘Y’ isrecorded in column E, nothing is recorded in column O.

* once the consequences of the failure mode have been categorised, the
next step is to seek a suitable preventive task. Figure 7.5 also summa-
rises the criteria used to decide whether such tasks are worth doing.
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A hidden failure:

To be worth doing, any preventive task
must reduce the risk of a multiple failure
to an acceptable level

Y eeeemeeeemeees Safety consequences:

To be worth doing, any preventive task
must reduce the risk of this failure on its
own to an acceptable level

2 1 C |4 Y |[N|Y -ceeee Environmental consequences:

To be worth doing, any preventive task
must reduce the risk of this failure on its
own to an acceptable level

1A |5}Y |N|N]|Y - Operational consequences:

To be worth doing, over a period of time
any preventive task must cost less than
the cost of the operational consequences
plus the cost of repair of the failure which
itis meantto prevent

1/ B|3]Y|N|N|N --- Non-operational consequences:

| To be worth doing, over a period of time
any preventive task must cost less than
the cost of repairing the failure which it
is meant to prevent

Figure 10.5:
Failure consequences - a summary

Proactive Tasks

The eighth to tenth columns on the decision worksheet are used to record
whether a proactive task has been selected, as follows:

* the column headed H1/S1/O1/N1 isused to record whether a suitable
on-condition task could be found to anticipate the failure mode in time
to avoid the consequences

* the column headed H2/S2/02/N2 is used to record whether a suitable
scheduled restoration task could be found to prevent the failures

¢ the column headed H3/S3/03/N3 is used to record whether a suitable
scheduled discard task could be found to prevent the failures.
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In each case, a task is only suitable if it is worth doing and technically
feasible. Chapters 6 and 7 explained in detail how to establish whether a
task is technically feasible,. These criteria are summarised in Figure 10.6.

Inessence, for a task to be technically feasible and worthdoing it must
be possible to provide a positive answer to all of the questions shown in
Figure 10.6 whichapplyto that category of tasks, andthe task must fulfil
the ‘worth doing’ criteria in Figure 10.5. If the answer to any of these
questions is ‘no’ or unknown, then that task as a whole is rejected. If all
of the questions can be answered positively, then a Y is recorded in the
appropriate column.

Figure 10.6:
Technical feasibility criteria

Y eeemeeeemeeee- Is a task to detect whether a failure is occurring

| or about to occur technically feasible?:

! Is there a clear potential failure condition? What is it?
What is the P-F interval? Is this interval long enough
to be of any use? Is the P-F interval reasonably con-
sistent? Is it practical to monitor the item at intervals
less than the P-F interval?

N Y - -- Is a scheduled restoration task to reduce the
failure rate (avoid all failures in the case of safety)
technically feasible?

Is there an age at which there is a rapid increase in
the conditional probability of failure? What is this age?
Do most of the items survive to this age (allin the
case of safety or environmental consequences)?

Is it possible to restore the original resistance to
failure of the item?

N | N | Y --- Is a scheduled discard task to reduce the failure
rate (avoid all failures in the case of safety) techni-
cally feasible?

Is there an age at which there is a rapid increase in
the conditional probability of failure? What is this age?
Do most of the items survive to this age (all in the
case of safety or environmental consequences)?

If a task is selected, a description of the task and the frequency with which
it must be done are recorded as explained later in this chapter, and the
analysts move on to the next failure mode. However, as mentioned in
Chapter 7, bear in mind thatif itseems that alower order task may be more
cost-effective than a higher order task, then the lower order task should
also be considered and the more effective of the two chosen.
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The Default Questions

The columns headed H4, H5 and S4 on the decision worksheet are used
to record the answers to the three default questions. The basis on which
thesequestionsare answered is summarised in Figure 10.7. (Notethatthe
default questions are only asked if the answers to the previous three
questions are all ‘no’.)

Figure 10.7:
The default questions

3/AI1]N NININIY ---omeee- Is a failure-finding task technically
| | | feasible and worth doing?
Record yes if itis possible to do the task andit is practical to do it at the required

frequency andit reduces the risk of the multiple failure to an acceptable level.

4/ B|4|N N{N[N[N|Y == Could the multiple failure affect
4/C|2]|N N|N|N[N|N--- safety or the environment?
| (This question is only asked if the
answer to question H4 is no.) If the answer to this question is yes, redesign
is compulsory. If the answer is no, the default action is no sched uled mainte-
nance, but redesign may be desirable.
Y |~ Is a combination of tasks techni-
N * cally feasible and worth doing?

| Yes if a combination of any two or
more preventive tasks will reduce the risk of the failure to an acceptable level
(this is very rare). If the answer is no, redesign is compulsory.

5/B|2|YlY N|N|N
2IA|I5|YY N|N|N

1/A|5|Y|N|N|[Y[N|[N|N -I In these two cases, the consequences
1[B|3|Y|N|IN|IN|N|N|N - of the failure are purely economic and

| no suitable preventive task has been
found. As a result, the initial default decision is no scheduled maintenance,
but redesign may be desirable.

Proposed Task

If a proactive task or a failure-finding task has been selected during the
decision-making process, a description of the task should be recorded in
the column headed ‘proposed task’. Ideally, the task should be described
asprecisely on the decision worksheet as it will be on the document which
reaches the person doing the task. If this is not possible, then the task
should at leastbe described in enough detail to make the intent absolutely
clear to whoever writes up the detailed task description.

i ..
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For example, consider a situation where an on-conditiontask has been specified
for a rolling element bearing. Chapter 7 explained how such bearings can suffer
from a variety of potential failure conditions, including noise, vibration, heat, wear
and so on. Many machines have more than one and often several such bearings.
Consequently, at the very least, the ‘proposed task’ should specify which bearing

.is to be checked for what condition. In other words, if a particular bearing is to be

checked for noise, the proposed task should read ‘check bearing X for audible
noise’, and not just ‘check bearing'.
This issue is discussed in more detail in the next chapter.

If the decision process calls for a design change, then the proposed task
should provide a brief description of the design change. The actual form
of the new design should be left to the designers.

For example if the RCM process reveals (say) that the fastening mechanism of
a guard has to be redesigned for safety reasons, the ‘proposed task’ should state
something like ‘more secure fastening mechanism required for guard’. Do not
simply write ‘redesign required’. On the other hand, it should be left to the design-
ers to decide exactly what sort of fastening mechanism will be used.

This issue is also discussed further in the next chapter.

Finally, if a decision has been taken to allow the failure to occur, in
most cases the words ‘no scheduled maintenance’ should be recorded in
the ‘proposed task’ column. The only exception is hidden failure where
‘the risk/reliability profile is such that failure-finding is not required’, as
explained on page 185.

Initial Interval ¢

Task intervals are recorded on the decision worksheet in the ‘Initial
Interval’ column. We have seen that they are based on the following:

* on-condition task intervals are governed by the »-F interval

* scheduled restoration and scheduled discard task intervals depend on
the useful life of the item under consideration.

« failure-finding task intervals are governed by the consequences of the
multiple failure, which dictate the availability needed, and the mean
time between occurrences of the hidden failure.

When completing the decision worksheet, record each task interval onits
own merits — in other words, without reference to any other tasks. This is
because the reason for doing a task at a particular frequency can change
over time - indeed the reason for doing the task at all could disappear. So
if the frequency of task X is based on the frequency of task Y and task Y
is later eliminated, the frequency of task X becomes meaningless.
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As explained in the next chapter, if we are confronted with a number
of tasks which need to be done at a wide range of different frequencies,
the time to consider consolidating them into a smaller number of work
packagesis when compiling maintenance schedules. However, the initial
task frequencies should always remain on the decision worksheet to
remind us how the schedule frequencies were derived (in other words, to
preserve the ‘audit trail’.).

Note also that task intervals can be based on any appropriate measure
of exposure to stress. This includes calendar time, running time, distance
travelled, stop-start cycles, output or throughput, or any other readily
measurable variable which bears a directrelationship to the failure mech-
anism. However, calendar time tends to be used where possible because
it is the simplest and cheapest to administer.

Can Be Done By

The last column on the decision worksheet is used to list who should do
each task. Note that the RCM process considers this issue one failure
mode at a time. In other words, it does not approach the sub ject with any
preconceived ideas about who should (or should not) do maintenance
work. It simply asks who has the competence and confidence to do this
task correctly.

The answer could be anyone at all. Tasks might be allocated to main-
tainers, operators, insurance inspectors, the quality function, specialist
technicians, vendors, structural inspectors or laboratory technicians.

A sometimes controversial issue which arises at this stage concerns
simple high-frequency on-condition and failure-finding tasks. It some-
times makes sense to allocate these tasks to maintainers, but in many
cases, using maintainers to do these tasks has the following drawbacks
(especially if they are skilled tradespeople):

* if the task interval is short, the inspection frequency will be very high
- sometimes more than once per shift. This can lead to so many high-
frequency tasks that maintainers do little more than travel from one task
to the next. This travelling time plus the costof planning and controlling
the tasks makes the use of maintainersfor this purpose expensive, often
to the point where it is simply not worth using them in this capacity.

* many skilled people find high-frequency tasks boring and are often
reluctant to do them at all.
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« skilled craftspeople are very scarce in many parts of the world, so it is
often difficult to spare them for this kind of work in the first place.

A secondoptionis touse operators todohigh frequency tasks. Thisoption
canbe attractive because it is usually more economical and organisation-
ally easier to use people who are near the equipment most of the time to
do high frequency tasks. Operators are also of ten more highly motivated
to look after ‘their’ machines. However, three conditions must be satis-
fied before operators can be used with confidence to do these tasks:

* they must be properly trained in how torecognise the appropriate pot-
ential failure conditions in the case of on-condition tasks, and must be
properly trained to do high-frequency failure-finding tasks safely

* they must have access to simple and reliable procedures for reporting
any defects which they do find. (The design of these procedures is dis-
cussed in more detail in Chapter 11)

* they must be sure that action will be taken on the basis of their reports, or
that they will receive constructive feedback in cases of misdiagnosis.

Using operators for this purpose can also have profound implications in
terms of industrial relations and reporting relationships, so itis an issue
whichneeds to be handled with care.

Ingeneral, as with mostof the other decisions in the RCM process, who
exactly is in the best position to do each task is best decided by the people
who know the equipment best. This issue is discussed at greaterlengthin
Chapter 13.

10.3 Completing the Decision Worksheet

To illustrate how the decision worksheet is completed, we consider three

failure modes which have been discussed at length in previous chapters.

These are:

* the bearing which seizes on a pump with no stand-by, as discussed on
pages 105 and 106

* the bearing which seizes on an identical pump which does have a stand-
by, as discussed on pages 108 and 109

* the failure of the stand-by pump set as a whole, as discussed on pages
118 and 179.
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The associated decisions are recorded on the decision worksheet shown
in Figure 10.8. Please note three important points about this example:

* thefirsttwo pumps could suffer from many morefailure modes thanthe
failure under consideration. Each of these other failures would also be
listed and analysed on its own merits.

« anumberof otherpreventive tasks couldhave been chosen to anticipate
the failure of the bearing — the decisions in the example are for the pur-
pose of illustration only.

* thestand-bypumpis treatedas a ‘black box’. In practice, if such apump
were known to suffer from one or more dominant failure modes, these
failures would be analysed individually.

Inessence, the RCM worksheets not only show what course of action has
been selected to deal with each failure mode, but they also show why it
was selected. This information is invaluable if the need to do any main-
tenance task is challenged at any time.

The ability to trace each task right back to the functions and desired
performance of the asset also make it a simple matter to keep the main-
tenance program up todate. This is because users can readily identify and
reassess tasks which are affected by a change in the operating context of
the asset (such as a change in shift arrangements or a change in safety
regulations), and avoid wasting time reassessing tasks which are unlikely
to be affected by the change.

10.4 Computers and RCM'

The information contained in the RCM and Decision Worksheets lends
itself readily to being stored in a computerised database. Infact, if alarge
number of assets are to be analysed, it is almost essential to used a com-
puter for this purpose. A computer can also be used to sort the proposed
tasks by interval and skillset, and to generate a variety of other reports
(failure modes by consequence category, tasks by task category, and so
on). Finally, storing the analyses in a database makes it infinitely easier
to revise and refine the analyses as more is learned and as the operating
context changes (as it,surely will — see part 7 of Chapter 13).

However, note that a computer should only ever be used to store and
sort RCM information, and perhaps to assist with the more complex failure-
finding interval calculations. For reasons discussed in Chapter 14, com-
puters should never be used to drive the RCM process.
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11 Implementing RCM

ReCO m mendatlons Check coupling bolts Monthly  {Mechanic
No scheduled maintenance
Redesign guard
Checkagitator gearbox oil level | Weekly  |Operator
Check tension of main drive chain |Monthly  {Mechanic
11.1 Implementation - The Key Steps Calibrate gauge Annually {E&! technician
No scheduled maintenance
We have seen how the formal application of the RCM process ends with Drain main tank and check iflow |4 yearly |Operator d
completed deeision worksheets. These specify a number of routine tasks level alarm sounds at 50 fires

which need to’be done at regular intervals to ensure that the asset contin-
ues to do whatever its users wantit to do, together with the default actions
which must be taken if an appropriate routine task cannot be found.

The people who participate in this process learn a greatdeal abouthow
the asset works and about how it fails. This on its own frequently causes
theparticipantstochange theirbehaviourin ways which of tenlead direct-
ly to remarkable improvements in asset performance. However, in order
to derive the maximum long-term benefit from RCM, steps mustbe taken
to implement the recommendations on a formal basis. These steps should
ensure that:

« all the recommendations are approved formally by the managers with
overall responsibility for the assets
« all routine tasks are described clearly and concisely

« all actions which call for once-off changes (to designs, to the way the
assct is operated or to the capability of operators and maintainers) are
identified and implemented correctly

* routine tasks and operating procedure changes are incorporated into
appropriate work packages j

DAR IMPLEMENT ONCE-OFF

* the work packages and once-off changes are implemented. Specifically, SYSTEMS FOR HIGH OPERATING CHANGES TO CAPABILITY .
this in turn entails: AND LOW FREQUENCY PROCEDURES | F MACHINES O ‘
' ) MAINTENANCE SCHEDULES | o

- Incorporating the work packagesintosystemswhichensurethatthey
will to be performed by the right people at the right time and that they
will be done correctly

PROCEDURE FOR REPORTING |
AND CORRECTING DEFECTS |

- ensuring that any faults found are dealt with speedily.

These steps are summarised in Figure 1 1. 1 opposite. The most important Figure 11.1: After RCM
of them are discussed in more detail in the rest of this chapter. i
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11.2 The RCM Audit

Ifitis correctly applied, the RCM process provides the most robust frame-
work currently available for formulating asset management strategies.
These strategies profoundly affect the safety, environmental integrity
and economic well-being of the organisation using the assets. However,
if something does go badly wrong in spite of the best efforts of the people
applying the process, every decision will be subjected to a thorough and
often intensely adversarial review by organisations ranging from regula-
tory authorities through insurers and shareholders to representatives of
victims (or theirsurvivors). As aresult, any organisation which uses RCM
should take great care to ensure that the people who apply it know what
they are doing, and also to satisfy itself that their decisions are sensible
and defensible. The latter step is known as the RCM audit.

RCM audits entail a formal review of the contents of the RCM In-
formation and Decision Worksheets. This section of this chapter looks at
who should do the audit, when it should be done and what it entails.

Who should do the audit

Senior management bears the overall responsibility for the asset if some-
thing goes badly wrong, so it is in the interests of themselves and their
employers to satisfy themselves that reasonable steps are being taken to
prevent such occurrences. As mentioned in Chapter 1, senior managers
do not necessarily have to do the audits themselves, but may delegate
them to anyone in whose judgement they have enough confidence. How-
ever, if this is done, it should always be understood that the auditors are
acting on behalf of senior management, so the latter still bear the ultimate
responsibility for the decisions. (Whoever carries out the audits should
also be thoroughly trained in RCM.)

If the auditors disagree with any findings or conclusions, they should
discuss the matter with the people who performed the analysis. Insodoing,
the auditors should be prepared to accept that they themselves may be
wrong. (In most cases, no more than 5% of the decisions are queried.)

When the audit should be done

Audits should be carried out as soon as possible after each review has
been completed (preferably within two weeks), for three reasons:
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« the people who did the analysis are keen to see the results of their
efforts put into practice. (If this happens too slowly, they start to lose
interest, and more seriously, they begin to question whether manage-
ment was serious about involving them in the first place.)

* people can still recall easily why they made specific decisions

* the sooner the decisions are implemented, the sooner the organisation
derives the full benefits of the exercise.

Whenoverall agreement is reached abouteach analysis, the decisions are
implemented as described in the rest of this chapter.

What the audit entails

An RCM analysis needs to be audited from the point of view of method
and content. When reviewing the method, the auditor seeks to ensure that
the RCM process has been correctly applied. When reviewing the content,
the auditor seeks to ensure that the correct information has been gathered
and conclusions drawn both about the assetitself and the process of which
it forms part. Issues which most often need attention are as follows:

Levels of analysis

The analysis should be carried out at the right level. The most common
faultis to analyse assets at too low a level, and the usual symptom is large
numbers of items with only one or two functions defined per item.

Functions

All the functions of the asset should be clearly and correctly described.
Key points to look for include the following:

* by andlarge, each function statement should define only one function,
although it may incorporate more than one performance standard. As
a rule, each function statement should contain only one verb (unless it
1s a protective device)

« performance standards should be quantified, and should indicate what
the asset must be able to do in its present operating context rather than
its rated capacity (what it can do)

all protective devices should be listed and their functions correctly de-
scribed (‘to do X if'Y occurs’)

* the functionsofall gauges and indicators should be listed, together with
desired levels of accuracy.
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Functional failures
All the functional failures associated with each function should be listed

(usually complete failure plus the negative of each performance standard
in the function statement).

Failure modes
Ensure that failure modes which have happened or which are reasonably

likely have not been omitted. Failure mode descriptions should also be
specific. In particular,

* they should include a verb, not just specify a component

« the verb should be a word other than fails or malfunctions unless it is
appropriate to treat the failure of a sub-assembly as single failure mode
(option 3 on page 87)

* switch and valve failures should indicate whether the item fails in the
open or closed position

Failure modes shouldrelatedirectly to the functional failure under consi-
deration, and failure modes and effects should not be transposed, as in:
Failure Mode Failure Effect
Motor trips out Pump impeller jammed by rock
Another common mistake is to combine two substantially different fail-

ure modes in one description, as follows:

Wrong Right
1 Screens damaged or worn 1 Screens damaged
2 Screens worn.

Failure effects
Failure effect descriptions should make it possible to decide:

» whether (and how) the failure will be evident to the operating crew
» whether (and how) the failure poses a threat to safety

» whateffect (if any) the failure has on production or operations (output,
product quality, customer service).

Failure effects should not incorporate actual ‘consequence words’ like
‘This failure affects safety’ or ‘This failure is evident’. However, they
should list likely total downtime as opposed to repair time, and should
indicate what must be done torectify the failure (replace, repair, reset, etc)

Finally, auditors should satisfy themselves that anything which is said
to be ‘analysed separately’ actually is analysed separately.

1
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Consequence evaluation

Special care should be taken to ensure that the hidden function question
(question H on page 200) has been answered correctly. In particular, the
correct meanings should have been attached to the terms on its own and
under normal circumstances in this question, as explained on pages 124
and 126. Special attention should also be paid to the evaluation of the
safety and environmental consequences of evident failures, and to the
effectiveness of any tasks which might have been selected to manage
failures in these two categories.

Task selection

Any tasks which have been selected should not only satisfy the criteria for
technical feasibility as explained in chapters 6, 7 and 8, but they should
also address the consequences of the failure. Key points to look out for:

* if the answer to question His ‘No’ and the answer to question H4 is ‘No’,
then question H5 must be answered. If the answer to HS is ‘Yes’, the
proposed task should nor be ‘no scheduled maintenance’

« if the answer to question S or E is ‘Yes’, the proposed task should not
be ‘no scheduled maintenance’

* if the failure has operational or non-operational consequences, the task
must be cost-effective.

Proposed tasks or default actions should be described in enough detail to
leave the auditor in no doubt as to what is intended. In particular, routine
task descriptions should not simply list the type of task (‘scheduled on-
condition tasks’ or ‘scheduled failure-finding’, etc).

Thetaskdescription should alsorelate directly and solely to the failure
mode in question. It should not incorporate a combination of tasks be-
cause this usually signifies twodifferent failure modes (unless the answer
to question S4 is yes). For example:

Wrong Right
Inspect chain for wear and adjust tension  Adjust tension of chain
or

Inspect chain for wear

Initial interval

Task intervals should clearly have been set according to the criteria set out
in Chapters 6, 7 and 8. In particular, look out for a tendency to confuse
P-F intervals with useful life in on-condition task intervals.
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11.3 Task Descriptions

Before any task reaches the person who has to do it, it must be described
in enough detail to leave no doubt at all as to what is to be done. Clearly,
the degree of detail required will be influenced by the overall level of skill
and experience of the workers involved. However, bear in mind that the
morethatisleft outof ataskdescription, the greaterthechancethatsome-
one will miss out a key step or choose to do thewrong task altogether. In
this context, special care needs to be taken with the description of any
failure-finding task which calls for a hazardous situation to be simulated
in order to test the function of a protective device.

Task descriptions should also explain what action must be taken if a
defect is encountered. (For instance, should the defect be reported to a
supervisor or to the maintenance department — or should it be rectified
immediately?) Instructions like ‘check component A for condition B and
replace if necessary’ should be used with caution, because the ‘check’ part
of the task might only take a few seconds, while the ‘replace’ part could
take several hours. This can play havoc with the duration of planned
downtime. Instructions of this sort should in fact be written as ‘check
component A forcondition B and report defects to supervisor’. Only use
‘if necessary’ for quick servicing routines, such as ‘check gearbox oil level
using dipstick and top up with Wonderoil Type 900 if necessary’.

Examples of the right and the wrong way to specify tasks are shownin
Figure 11.2 below:

Right

Check feedscrew coupling for loose bolts and
replace if necessary

or

Visually check agitator coupling flange for cracks and
report defects to the maintenance supervisor ... etc

Wrong
Check coupling

Fit O - 20 bar test gauge to test point and check if
reading on pressure gauge P11204 is within 0.5 bar
of the reading on the test gauge when the test gauge
reads 8 bar. Arrange to replace out-of-spec gauges
when plant is shut down for cleaning

or

Remove pressure gauge P11204 to workshop

and calibrate following procedure in manual 27A

Calibrate gauge

Figure 11.2: Task descriptions
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Pages 206 and 207 explained that each task should be defined as clearly
aspossible on the decision worksheet. This saves the duplication of effort
which occurs if detailed procedures have to be written up later by some-
one else. Italso reduces the possibility of transcription errors. However,
if time does not permit the procedures to be specified during the RCM
analysis, then they must be specified later. As mentioned below, this can
often be done as part of an ISO 9000-type initiative.

Note that if detailed task descriptions are to be prepared later, this
shouldideally be done by someone who participated in theoriginal RCM
analysis. If this is not possible, the third party should understand clearly
thathe or she is being asked to define the tasks on the decision worksheet
in more detail, and not to re-audit the analysis.

Basic information

In addition to a clear description of the task itself, the document on which

the task is listed should also clearly state the following:

* adescription of the asset towhich itapplies together with an equipment
number where relevant

who should do the task (operator, electrician, fitter, technician, etc)
* the frequency with which the task is to be done

* whether (and ifnecessary, how) the equipment should be stopped and/
or isolated while the task is done, together with any other safety pre-
cautions which must be taken

* special tools and prescribed spares. Listing these items can save much
unproductive walking to and fro after the job has started.

150 9000 and RCM
A major objective of RCM is to identify what work people should be
doing. (In other words, to ensure that ‘they do the rightjob’.) On the other
hand, a major thrust of quality systems like ISO 9000 is to define what
people should be doing as clearly as possible in order to minimise the
chance of errors. (In other words, to ensure that ‘they do the job right’.)
This suggests that the process of transferring tasks from RCM decision
worksheets to end-user documents can be seen as the point where the
outputof an RCM analysis becomes the input to an ISO 9000 procedure
writing exercise. It also suggests that if both initiati ves are to be under-
taken, it makes sense to apply RCM first.
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11.4 Iinplementing Once-off Changes

Attheendofatypical RCManalysis, itis not unusual tofindthatbetween
2% and 10% of the failure modes default to redesign. Part 2 of Chapter 9
mentioned thatin the context of RCM, redesign means a once-off change
in any of the following three areas:

* a change to the physical configuration of an asset or system

* a change to a process or operating procedure

« achange to the capability of a person, usually by training.

Once they have been accepted by the auditors, these changes need to be
implemented as thoroughly and as quickly as possible. Keyissues in each
of these three areas are discussed below

Changes to the physical asset
All modifications should be:

e properly justified. Chapter 9 explained that modifications should be
justified in terms of their consequences. Modifications intended to deal
with single or multiple failures which have safety or environmental
consequences should reduce the risk (frequency and/or severity) of the
consequences toa level whichis acceptable. Figure 9.2 showed analgo-
rithm which can be used to justify modifications intended to deal with
failures that only have economic consequences

* correctly designed by suitably qualified engineers. As a rule, attempts
should not be made to redesign assets during the RCM process, but the
designer should consult afterwards with the people who did the review
in order to develop a correctly focused specification

* properlyimplemented. Steps must be taken to ensure that modifications
arecarried out as intended in terms of time, cost and quality, and that
all drawings, manuals and parts lists are updated correctly

e properly managed. Modifications should not interfere with essential
routine maintenance activities in other parts of the plant, and the main-
tenance requirements of every modified item of equipment should be
correctly assessed and implemented.

Changes to the way in which the plant is operated

Once-off changes to the way in which plant must be operated are handled
in the same way as routine tasks which are incorporated into operating
procedures, as explained in the next part of this chapter.
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Changes to the capability of people

As explained in Chapter 4, the RCM process frequently reveals failure
modes caused by slips or lapses on the part of operators or maintainers
(skill-based human errors). These immediately become apparent to any
operators ormaintainers who participate directly in the process, and they
usually modify their behaviour appropriately as soon as they learn what
they are doing wrong.

However,we also needtoensure thatpeople whohave not participated
directly in the process acquire the relevant skills. In most cases, the most
efficient way to do this is to revise or extend existing training programs,
or to develop new programs. In most organisations, this will be done in
consultation with the training department.

11.5 Work Packages

Once the maintenance procedures have been f ully specified, they need to
be packaged in a form which can be planned and organised without too
much difficulty, and which can be presented in a neat and compact form
to the people who will be doing the tasks. This can be done in two ways:

* high-frequency maintenance procedures to be done by operators can be
incorporated into the operating procedures of the equif)ment

* the balance of the maintenance routines are packaged into separate
schedules and checklists.

Standard Operating Procedures

The previous part of this chapter mentioned that any changes which must
be made to the way in which an asset is operated should be documented
instandardoperating procedures, or SOP's. (In situations where they do
not exist already, it will almost certainly be necessary to develop them in
order to ensure that the changes are implemented.) In many cases, SOP's
are also the simplest and cheapest way to manage high frequency tasks
whichneedtobe done by operators, as illustrated in Figure 1 1.3 overleaf.
As arule, tasks should only be incorporated into operating procedures
if they need to be done atintervals of one week or less. Tasks which need
to be done by operators at longer intervals should be packaged into sepa-
rate schedules and planned, organised and controlled in the same way as
maintenance schedules, as described in Part 6 of this chapter.
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'No scheduled maintenance
Check coupling bolts

No scheduled maintenance
Redesign guard

Chetk agitalor gearbox oitlevel Weekly | Operator
Check tension of main drive chain |Monthly  [Mechanic

Monthly  |Mechanic

» Fill feed hopper
* Open air valve and wait until
pressurereaches 50 psi

- (1 }

Calibrate gauge Annually | E&I technician « Press start button
No scheduled maintenance * Open detergent valve
Drain main tank and check it low |4 yearly |Operator » Start widget feed
level alarm sounds at 50 litres e etc

Figure 11.3:

Transferring a task from a decision worksheet to an SOP

Maintenance Schedules

A maintenance schedule is a document listing a number of maintenance
tasks to be done by a person with a specified level of skill on a specified
asset at a specified frequency. Figure 11.4 shows the relationship be-
tween these schedules and the RCM decision worksheets:

WIDGET WASHING MACHINE

\'No scheduled maintenance

|ty | MONTHLY _| MECHANIC

Stop machine and follow lock-out
procedure X, then

No scheduted mamtenanée
Redesign guard
Check agitator gearbox oil level

Weekly
in_ | Mo
Annually

Operator
lechanic
E&! technician

Calibrate gauge
No scheduled maintenance
Drain main tank and checkif low |4 yearly ~[Operator
level alarm sounds at 50 litres
Figure 11.4:

Transferring tasks from a decision worksheet to a maintenance schedule

Compiling schedules from RCM decision worksheets is a fairly straight-
forward process. However, a few additional factors need to be taken into
account as explained in the following paragraphs.
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Consolidating frequencies
In Chapter 7 it was mentioned that if a wide range of different task inter-
vals appear on a decision worksheet, they should be consolidated into a
smaller number of work packages when compiling the schedules based on
the worksheets. Figure 11.5 gives an extreme example of the variety of
taskintervals which could appear on a decision worksheet, and how they
might be consolidated into a smaller number of schedule frequencies.
The mostexpensive tasks, in terms

olfnttaesrl‘(lslgn nl1l1ati?1l;\:aa|1|::<>fe of the direct cost of doing them and
decision schedules the amount of downtime needed to do
worksheets them, tend to dictate basic schedule
Daily Daily intervals. However, planning is sim-
Weekly Weekly plified if schedule intervals are multi-
2-weekly ples of one another, as shown in the
Monthly Monthly example.
f-}:/c?rit:l); Note a}so that ifa task frequency is
3-monthly Smonthly changed in this fashno‘n, it should al-
4-monthly ways be incorporated into a schedule
6-monthly 6-monthly of a higher frequency. Task intervals
9-monthly should never be arbitrarily increased,
T2-monthly 12-monthly because doing so could move an on-
condition task frequency outside the
Figure 11.5: P-Finterval for that failure, orit could
Consolidating move a scheduled discard task past

task frequencies the end of the ‘life’ of the component.
Contradictions
When a low frequency schedule incorporates a higher frequency sched-
ule, should the latter be incorporated as a global instruction, or should it
be rewritten in full? In other words, should (say) an annual schedule in-
clude aninstruction like ‘do the three monthly schedule’, or should all the
tasks in the three monthly schedule be written out in the annual schedule?
In factitis wise to rewrite the schedules in order to avoid the problem
of contradictions.
For instance, consider what could happen in a situation where a three monthly
schedule includes theinstruction ‘check gearbox oil and top up if necessary’, and

the annual schedule for the same machine startswith the instruction ‘do the three
monthly schedule’, and later says ‘drain, flush and refill gearbox’.
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Too many anomalies and contradictions of this nature rapidly Cl‘()di‘i’thttf
credibility of the system in the eyes of the people domg the work, so it is
worth taking a little extra time to ensure that they don’t occur.

Adding tasks

When compiling schedules on the basis described above, there o
great temptation to start adding tasks to the completed sched‘ulc. | ‘115)11.]
;aost often done on the basis that *“when we do A a}nd B, .we nug’hl as we
do X, Y and Z. "This should be avoided for the following reasons:

» extra tasks increase the routine workload. If loonumylusks are z;dd«;d
: 1
the workload is increased to the point where there is either insuf ILllLll t
fabour to do all the tasks, or the equipment cannot be released for the

elsoftena

amount of time required (o do them, or both

the people doing the schedules soon realise that X, Y f\lja? 7;1{1@ n{o}
strictly necessary, and they judge the schedile as a whole gcgn ,xl,” g\i
Asaresult, the v start looking forreasons why they cannot dothe sc,hcc
ule as a whole. When they find them, tasks A and B are also not done

&

and the whole maintenance program begins to fall apart.

This problem is common in shutdowns. Many shutdown l4zlvsl\<s are Sonei
not because they are really needed, but l?c'czluse the plant is sto)p%)fi“ flml
itis possible to “get at’ the equipment. This adds grcat’ly o Lhc L,OT ('mltv
sometimes to the duration of the shutdown. Unnecessary work .dlh() eads
to an increase in infant mortality when the plzm.t starts up agam.‘ -~

{This does not mean that people who do routine tasks should concen-
trate only on the specified tasks and ignore any other potential andllliln’u«
tional failures which they may encounter. Of course l'huy ~#](}lll;l <,<,Ip
their eyes and ears open. 'The pointis that the schedul‘e 1\[.\@11 should only
specify what really needs to be done at that frequency.)

11.6 Maintenance Planning and Control Systems

g 3 N sintenance Schedules
High- and Low-frequency Maintenance Schedu

1 3] 3 1 mackaocea > next
Once the tasks have been grouped into sensible work packages, the ne
step 1s 1o set up planning and control systems which ensure lh'fu ?hcy are
dor V s factor which influences

done by the right person at the right time. A kevy
the design of such systems is the frequency of the schedules.

o dolidfo
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in particular, high- and low-{ frequency schedules are handle d differ-
ently because both the work o ontent and the planning horizons differ.
High-frequency schedules are defined as schedules performed at inter-
vals of up to one week. These sche dules usually consist of simple on-con-
dition and failure -finding tasks. They havea low work content, and hence
can be done quickly. Most of them can also be done while the plant is
running, so they can be done at more or less any time. These two fact tors
mean that the associated pla mning systems can be kept very simple.
However, high- frequency schedules also exist in large numbers, so if
careful thought is not applied to their administration they can easily get
outof hand. For example, daily schedules which have to be done for 350
days of the year on 1000 items of “plant could generate 350 000 nstruc-
tions annually if each schedule is issued separately (either electronically
oronpaper)every time it has to be done. This is c]e: arly nonsense, and the
problerus it creates are a comimon reason why h;gh«hu;ucm}f schedules
are often administered badly or not at all.
Buthigh-freq quency tasks are the backbone of ;
tenance

successiul routine main-
» SO B0Me way must be found to ensure that they are done without
creating an excessive administrative burden,

Low-frequency schedules are those done at intervals of 4 monil or
longer. Their longer planning horizon makes them less amenable to simple
planning systems of the type used for high-freguen iy schedules. They
usually have a higher work content so more time is needed to do me and
the plantusually has to be sto pped while they are done. As 4 result, they need
more complex planning and control Systems.

The nextsections of this ¢ hapter suggest some of the options which can
be used to manage bothtypes of schedules, under the following headings:
* schedules done by operators
¢ ‘schedules’ done by the quality function
* high-frequency schedules done by maintenance people
¢ low-frequency schedules done by maintenance people

Schedules done by Operators

From the maintenance viewpoint, the most valuable eattribute of operators
is that they are near the equipment for much of the time. As discussed on
page 209, this puts them in an ideal position to do many on-condition and
failure-finding tasks. These are often very high- -frequency tasks - some
will be daily or even once or twice per shift—so special care must he taken

to keep the associated adminisirative systems as simple as possible.
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Simple reminder systems which can be used for operator tasks instead

of formal checksheets include:

o incorporating the maintenance checks inio standard operating proce-
dures, as discussed earlier

» mounting the schedule permanently onto a wall or on a control cabinet
where the operators can see it casily

®

training the operators in such a way that the inspections become second
nature (a high-risk approach which is not usually recommended).

Formal written checklists should only be used for operator checks when
(he failure consequences are likely to be particularly severe, and there is
reason to doubt whether the tasks will be done without a formal reminder.
The checklists can be the same as those described later forhigh-frequency

tasks done by maintenance people.

Schedules and Quality Checks

We have seen how more and more performance standards incorporate

product quality tandards. This means that more and more potential and

functional failures can be revealed by product quality checks. These checks

are often being done already (for example, using SPC as discussed on pages

151 and 152). Key points 10 note are as follows:

o quality checks must be recognised as a valid and valuable source of
maintenance information

o steps must be taken to ensure that quality-related potential lailures are
attended to as soon as they are noticed. This issue is discussed in more

detatl later.

High-frequency Schedules done by Maintenance

Despite all the earlier comments about the merits of using operators to do
high-frequency maintenance work, many of these tasks still need to be
done by maintenance people. These nsually need to be more formally
planned than operators’ checks, because maintenance people cover more
machines spread over a wider area than operators, and they usually do a
wider variety of tasks.

One approach is to divide the plant into sections. and prepare a check-
list of the type shown in Figure 11.0 for each section,
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Figure 11.6: A checkiist for high-frequency maintenance schedules
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Note th about this type of checklist;

» the checklist only lists the schedules to be done, not individual tasks.
The schedules are issued separately, often in book form, and bound in
plastic covers for protection. In this way. only one checklist is issued
per section per week, rather than dozeuns of schedules every day.

e following points

hday, and

%

roughly the same amount of work should be planned for eacl
it should not exceed between half an hour and an hour per day.

the checklist shown can be used 1o plan at intervals between daily and
weekly. Jobs can be planned for alternate days and twice per week, so
the checklist encompasses a wider range of the shorter P-F intervals.

&

the checklist can start and finish on any five or seven day cycle - it is
not essential to stick to the Monday/Sunday cycle shown in the example.

&

@&

the checklists embody the schedule plans and they are issued automati-

cally every week, so there is no need for any sort of planning system.

£

the checklists are not used for any tasks which are to be done atintervals
of longer than a week.

each checklist involves one or two documents per week per section.
This amounts to no more than fifty documents per week for a facility
containing 1000 items subject to these checks.

3

Some high-frequency tasks require readings to be taken, either manually
(logging ameter reading) or electronically (vibration analysis). Readings
of this nature are tasks, while the checklistdescribedabove is designed for
complete schedules. This can cause problems, especially if we start issuing
a separate document for each of these records alongside the checklists.
This should be avoided, because the numbers of documents simply start
climbing again. Possible alternatives are as follows:

» develop a special document for afl the readings in cach section, and

attach this one document to the checklist for that section each week

&

use one person to take all such readings in the entire plant

ask the people taking the readings to record only those readings which
are outside acceptable limits in the remarks column of the checklist
s the readings arve recorded automatically, as in the case of certain

4

(unle
condition monitoring devices)

&

automate the recording process.

wwwempediaeir
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Issuing high-frequency schedules
Phe checklists are issued to the relevant maint ainer the week before they
are 1o be done. Pref '{»’*z‘abiv ihcy should be the firs y

activity done by that
person cach day. Note the followi ing additional features of a well-run
checklist system:

¢ if the maintainer cannot complete the planned tasks on an ny day, the
tasks are done the following day. If the maintainer is ¢ ontinually unable
to complete the prescribed checks, somethi ing is fundamentally wrong
and the situation should be mvestigated

* the maintainer notes any potential or functional failures in the remarks
olumn of the checklist - not on the schedules themselves

* the maintainer initiates corrective action at the end of each daily round.
In some facilities, this may be the responsibility of the mair wainer, in
others, he or she may have to work i1 hroughasupervisor. The action will
vary from arranging for the plant io stopatonce to arranging forthe fauls
to be corrected at the next shutdown. This de cision is based on the
possible consequences of the failure and the nett P-1 interval. (Note that
these issues should have been considered as part of the R(},‘ process
when the routine task was originally specified) A

@

as in the case of operators, it is important that action is either taken or
the maintainer told why action is unnecessar v orbeing deferred, or the
maintainers also lose nterest in the o system

@

af the end of each cycle, the completed checklists can be stored as a
record that the tasks were done. so it is not necessary o re-enter them
into a history recording > system. However, problems which are encoun-
tered and the action td}\ui to deal with them should be documented, as
discussed in Chapter 14, o

Controlling high- frequency schedules

A problem associated with most checklist systems is the ‘tearoom tick
syadrome’. This means that people indicate that the checklist has been
done when in fact it has not. To avoid this problem, supervisors should
conduct random over-inspections. These eniail doing the schedules on
the checklist in the company of the maintainer who n ormally does it If
the checklistis not being done ¢ orrectly, unreported failures soon become

apparent, and the supervisor takes appropriate action.
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Low-frequency Schedules done by Maintenance

We have scen that high-frequency schedules can be planned, organised
and controlled using one carefully structured checklist. In contrast, the
long planning horizon associated with low-frequency schedules means
that the steps needed to plan, organise and control them are carried out
separately. What is more, the procedures used to plan schedules based on
clapsed time differ markedly from those used for schedules based on
running time, but similar procedures can be used (0 organise and conirol
the TW(: types of schedule. As a result, we consider the planning process
separately in the following paragraphs, but consider the subsequent steps

together.

Flapsed time planning

‘The principles of elapsed time planning are well knowr ,
many purposes in addition to maintenance planning. For low-‘f'requency
schedules, elapsed time planning is usually based on a planning board
similar to that shown in Figure 11.7 (or its computerised equivalent).

n, and are used for

TTEM NP DESCRIFTION filipialaisiel7ielolofitgl e 4748149150/ 5115

Figure 11.7: A lypical low-frequency planning board

Most of these systems use an overall planning horizon of one year, divi-
ded into 52 weeks. However, bear in mind when setting up such systems
that some failure-finding tasks in particular can have eycle times ot up to
ten years, and the planning horizon of any associated planning system
must accommodate such tasks. When setting up these systems, note also
fow-frequency schedules nearly always involve equipment stoppages,
and these can have operational consequences in exactly the same way as
the stoppages which they are supposed to prevent, so spec?al care mustbe
taken to minimise these consequences. Points to watch for include:

= peaks and troughs in the production cycle. The most time consuming
bLhLdllIcs should be planned for periods of lowest activity, in order to
minimise their effect on operations

two machines which require the sane special resource at the same time

L

(such as a crane)

wwwempediaeir
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if other machines are
stopped at the same time. This applies especially to services like steam
raising plant and air compressors.

¢ cases where it is only possible to do a schedule

On the other hand, whuevu such constr
routine maintenance workload as ey enly as possible over the yearin order
to stabilise labour requirements.

A final point about elapsed-time-based low- frequency schedule plan-
ning is that it looks deceptively sim iple 1o use computers for this purpose.
However, bear in mind that the issues discussed above | nroduce a wide
TANge O

Proces:

raints permit, try to spread the

of completely unrelated constrainis into the calendar tume planning

- For this reason, take great care when designing or acquiring
czﬁm’adeﬁu time-based systems whic ch plan schedules on the basis of predeter-
mined paraimneters, or which automatic ally re-plan schedules that have
not been done. The author has encountered a number of such systems
which simply move schedules from week to week, regardless of policy
constraints. This becomes chaotic, especially when schedules that should
only be done in the low season are
high season and so on.

gradually moved into the middle of the

Running time planning

Running time planning involves the following steps:
* the number of cycles each machine has completed in each period are
recorded (they can be measured in terms of time, dista

units of output, efe)

nee travelled,

* this record is fed into the planning system

¢ the cumulative total of hours run is updated to reflect the time run since
the last schedule was done.

Manual running time systemns can range from sophisticated boards cost-

ing hundreds —even thousands —of pounds to counters which move along

pieces of string. If possible, these systems should count down to zero, so

that planners can see at a glance how much time is lefi before schedules

are due, This also provides visual e arly warning of peaks that could over-

load the workshop.

Running time planning systems lend themselves readily 1o the use of
computers because they entail processing and storing large quantities of
data. Also the dynamism of running time systems means that they have
fewer policy constraints than elapsed time s systens.
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However, if the collection of the run time data 1s not automated it can
be expensive and prone to errors, so if compuiers are to be used for
running time planning, data capture should also be autorated if possible.
The system should also be designed to provide a continuously updated
forecast of the scheduled workload on each workshop as far as possible
into the future. This gives managers time to smooth any peaks and troughs
which appear in the forecast.

Organising low-frequency schedules

Most planning systems start organising low-frequency schedules the week
before the schedules are due (except for shutdown schedules). The organ-
ising process usually contains the following elements:

» a list 1s prepared which shows the %hu. fules due the following week.

They are usually separated by craft and plant section

®

meetings are held with the operations departmenttoagree on which day
and at what time the schedules will be done (especially those which
require equipment downtiume)

the schedules themselves are tssued to the relevant supervisors, who
plan who will do them and arrange any other resources which may be
needed as they would for any other incoming maintenance job.

&

Controlling low-frequency schedules

Low-frequency schedules are subject to the same performance controls
as any other type of maintenance work. This applies to the time taken to
do the schedules. standards of workmanship, and so on.

Two additional lactors need to be considered. Firstly, the planning
system should indicate when any schedule is overdue. As mentioned
earlier, such schedules should not be reprogrammed automatically, but
should be managed on an exception basis.

Finally, maintenance schedules should be reviewed continuously in
the light of changing circumstances (especially circumstances which
affect the consequences of failure) and new information. 1n this context,
bear in mind that the more everyone associated with the equipment is
involved in determining its maintenance requireiments Lo begin with, the
more they are likely to offer thoughtful and constructive feedback about
se requirements in future. This issue is discussed in more detail in the

next chapter.

wwwempediaeir
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11.7 Reporting Defects

In addition to ensuring that the tasks are done, we ;ﬂw need to ensure thay
any potential failures which are found are rectified betfore they become
functional failures, and that hidden functional imiurc :s are rectified before
the multiple failure has a chance to occur. This means that anvone who
might discover a potential or functional failure must have unrestricted
access to a simple, reliable and direct procedure for reporting it immedi-
ately to whoever is going to repair it.

This communication takes place instantaneous 1) if the person who
operates the machine is also the person who maintains it. The s peed and
accuracy of the response to defects which can be achieve 1 under these cir-
cumstances are a major reason why people who operate machines should
also be trained to maintain them (or vice versa). A «,u.mxd benelit of this
approach is that formal defect reporting systems are only needed for
failures which the operator/maintainer is unable to deal with on his owi,

If this organisation structure is not possible or not practical, the next
bestway 1o ensure that defects are attended toquickly 1sto allocate maint-
enance people permanently to a specific asset or group of assets. N tonly
do such people get to know the machines better, which | improves their
diagnostic skills, but the speed of response also tends 1o be quicker than
i would be if t ,hey work in a central workshop. It is also still possible to
keep the defect reporting systems simple and informal.

[fitis not possible to organise close maintenance supportof either sort,
then it becomes necessary to implement more formal defect reporting
systems. In general, the further away the maintenance function is from the
assets it 1s to maintain - in other words, the more heavily centralised it is
— the more formal the defect reporting process becomes. This is also true

¥ defects which can only be dealt with during major shutdowns.

Basically, formal defectreporting systems enable anyone to inform the
maintenance department in writing (electronicall yormanually) aboutthe
existence of a potential or functional failure. The chief criteri
systems should always be simplicity, accessibility and speed.

Manual defectreporting f»;y\; ters are usually based on simiple job cards
of the type shown in Figure 1 1.8, (These job cards can also be used by the
matntenance department to plan and record work, but this as {their
use is beyond the scope of this book) If a computerised defect reporting
system is used, the screen is formatted in much the same w ay as the card.

a of such

oect of
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T BEPARTIENT TATE
JOB CABD
T PLANT W PLANT DESCRIPTION i
failure
JOB TS (SUPERVISOR) T IOH REGUEETED BY failure
REQUEST| | Malntenance
aschedile
Please attend to the following U oditieation
Capital
g by

ALOCATED To CATE

JOB -
INETRUCTION

SUFERVISOE

Figure 11.8: A typical job request

The final point about systems of this sort is that people must be pro-
perly motivated to use them. This means that defects which are reported
must be acted upon, or the user must be told why if no action is taken.
Nothing will kill such a system more quickly than if defects are reported
and nothing apparently happens.

12.1 The Six Failure Patterns

Throughout this book, numerous references have been made to the six
patierns of failure shown again in Figure [2.1 below. Frequent use has also
been made of terms like age,
life and MTBF. This chapter
explores these concepts and the
relationship between them in
more detail. It also considers
what role (if any) technical his
tory records and other failure
data play in formulating main-
tenance policies.

We start with a detailed look
at failure patterns B and B, be-
cause they represent the most
widely held views of age-rela-
ted and random failure. Nextwe
review patterns C and F, then
take alook atpatterns Dand A.
Part 2 of this chapter summa-
rises the uses and limitations of
failure data. Figure 12.1: Six patterns of failure

Al

Failure Pattern B

Chapters | and 6 mentioned that failure pattern B depicts age-related
faitures. Chapter 6 explained that although these failures are the result of
amore-or-less linear process ol deterioration, there will still be consider-
able differences in the behaviour of any two components that are subject

tothe samenominal stresses. Figure 12.2 shows how this behaviour rans-
lates into failure pattern B.
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An example of a component which might behave as shown in Figure 12.2 is the
impelier of a purnp which is used to pump a moderately abrasive liquid. Part 1 of
Figure 12.2 shows the wear-out characteristics of a dozen such impellers. Ten of
thern deteriorate at roughly the same rate, and last between 11 and 16 periods
before failing. However, two of the impellers fail much sooner than expacted, ‘A’
perhaps because it was not properly case hardened and '8 because the proper-
fies of the liquid changed for a while, causing if to wear more quickly than usual.
Note that this failure distribution only applies to impellers which fail due to wear,
it does not apply to impellers which fail for other reasons.

In Part 2 of Figure 12.2, the distribution of failure frequencies is plotted
against operating age for a large sample of components. It shows that
apart froma few “premature’ failures, the majority of the components are
likely to conform to a normal distribution about one point.
For example, assume that we have accumulated actual failure data for a sample
of 110impellers, all of which have failed due to wear. Ten of these impellers failed
prematurely, one in each of the first ten periods. The other 100 impellers all failad
between periods 11 and 16, and the frequency of these failures conforms 1o a
normal distribution. (For a normal distribution, the failure frequencies in the last
six periods would be roughly as shown if they are rounded to the nearest whole
number.} On the basis of these figures, the mean time between failures of the im-
pellers due to wear is 12.3 periods.
Part 3 of Figure 12.2 shows the survival distribution of the impellers
based on this frequency distribution.
For example, 98 impellers lasted for more than 11 periods, and 16 impellers
lasted for more than 14 periods.
Part4 of Figure 12.2 is failure pattern B. It shows the probability that any
impeller which has survived to the beginning of a period will fail during
that period. This is known as the conditional probability of failure.
Allowing for a small degree of rounding error, this shows for instance that there
is a 14% chance that an impeller which has survived to the beginning of period
12 will fail in that period. Similarly, 14 out of the sixteen impellers which make it
to the beginning of period 15 will fail in that period — a conditional probability of
failure of 87%.
The frequency curve in Part 2 and the probability curve in Part 4 are depic-
ting the same phenomenon, but they differ markedly in the way they show
it. In fact, the conditional probability of failure curve provides a better
illustration of what is really happening than the frequency curve, because
the Tatter could deceive us into thinking that things are getting better afler
the peak of the frequency curve,

These curves ilustrate a number of additional poing, as follows:
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» the frequency and conditional probability curves show that the word
‘life” can actually have two quite distinet meanings. The first is the
mean time between failures (which is the same as the average life if the
whole sample has run to failure). The second is the point at which there
is a rapid increase in the conditional probability of failure. For want of

any other term, this has been named the wseful life.

¢ if 'we were to plan to overhaul or replace components at the mean time
between failures, hall'would fail before they reached it. In other words,
we would only be preventing halt of the failures, which is likely to have
unacceptable operating consequences. Clearly, if we wish to prevent
mostof the failures, we would need to intervene at the end of the ‘useful
life”. Figure 12.2 shows thatthe uselul life is shorter than the mean time
between failures —if the bell curve is wide, itcan be very much shorter.
As aresult, it can only be concluded that the mean time between jfail-
ures is of little or no use in establishing the frequency of scheduled
restoration and scheduled discard tasks for items which conform to
failure pattern B. The key variable is the point at which there is a rapid
increase in the probability of Tailure.
i we do replace the component at the end of its useful life as defined
above, theaverage service life of each component would be shorter than
ifwe letitrunto failure. As discussed on page 137, this would increase
the cost ol rnaintenance (provided that there 1 no secondary damage
assoctated with the fatlures).

&

Forinstance, if we were to replace all the surviving impellersin Figure 12.2 at
the end of period 18, the average service life of the impellers would be about
9.5 periods, instead of 12.3 periods if they were allowed to run to failure.

The fact that there are two ‘lives™ associated with pattern B-type fail-
ures means that we must take care to specify which one we mean when-

L]

ever we use the term ‘life’.

For example, we might phone the manufacturer of a certain component to ask

what its ‘life’ is. We may have in mind the useful life, but if we don't spell out

exactly whatwe mean, he mightin all good faith give us the mean time between

failures. If this is then used to establish a replacement frequency, all kinds of

problems arise, often resuliing in wholly unnecessary unpleasantness.
These issues apart, perhaps the biggest problem associated with pattern
B is that very few failure modes actually behave in this fashion. As men-
tioned in Chapters 1 and 6, it is much more common to find failure modes
which show little or no long-term relationship between age and failure.
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Failore Pattern
Figure 7.9 on page 156 illustrated three components which failed on a
random basis. A number of reasons why failures can occur on this basis
were discussed in Chapter 7. This part of this chapter explores some of
the quantitative aspects of random failure in more detail, and

CTostart with, Figure

review some of the implications of failure pattern
12.3 overleaf shows the relationship between the frequency and condi-
tional probability of random failures.

g0oes on to

this case, ball bearings - which fail at randorm. As in Figure 7.9, each failure is
preceded by a (somewhat elongated) P-F curve.

Inpart 1 of Figure 12.3, the dotted lines represent a number of components - in

Random failure means that the probability that an item will fail in any one
period 1s the same as it is in any other. In other words, the conditional
probability of failure is constant, as shown in Part 2 of Figure 12,3

For example, if we accept the empirical evidence that rolling element bearings
usually conform to a random failure patiern - a phenomenon first obser
Davis™® — the conditional probability of failure is constant as shown in Figure
12.3, Part 2. Specifically, this shows that there is 10% probability that a bearing
which has made it to the beginning of any period will fail during that perod.

Part 3 of Figure 12.3 shows how a conditional probability of failure which
is constant translates into a survival distribution which is exponential,

For example, if we started with a sample of 100 bearings and the probabllity of
failure in the first period is 10%, then 10 bearings would fail in period 1 and 80
bearings would survive for more than one period. Simitarly, if there is a 10%
probability that the bearings which survive beyond the end of period 1 will fail in
period 2, then 8 bearings would fail in period 2, and 81 bearings would make it to
the beginning of period 3. Part 3 of Figure 12.3 shows how many bearings would
survive to the beginning of each subsequent period for the irst sixtesn periods.

Theoretically, this process of decay would continue until infi nity. Inprac-
tice, however, we usually stop atunity —in other words, when the survival
curve drops below one.

In the example shown in Figure 12.3, a rate of decay of 10% per period means
that unity is reached after about 43 periods. This suggests that one lone bearing
might last for 43 periods, but the vast majority will have failed fong before then,

Finally, Part4 of Figure 12.3 shows the frequency curve derived from the
survival curve in Part 3. This curve is also exponential. (The sha pe of this
frequency curve often causes it 1o be confused with failure |
which is a conditional probability curve based on a different frequency
distribution.)

attern |
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The fact that frequency and survival curves both carry on declining
indefinitely means that the conditions} probability curve also remains flat
indefinitely. In other words, at no stage does Pattern E show

increase in the conditional probab ility of failure, so at no stz

ignificant

gecananage
be found at which we should contemplate scheduled rework or scheduled
discard. Further points about Pattern E are as follows:

* MTBE and random failures: despite the fact that it is impossi
predicthow long any one item which conforms to failure pattern B will
last (hence the use of the term ‘random’ fail ure), it is still possible
compute a mean time between failures for such items. It is given by the
point at which 63% of the items have failed.

For example, Part 3 of Figure 12.3 indicates that 3% of the items have failed
about half way through period 10, I other words, the MTEE of the bearings in
this example is 9.5 periods,

The fact that these items have a mean time between failures but do not
have a ‘useful life” as defined earlier means that we mu 15t be doubly
careful when talking about the ‘life’ of an item.

comparing reliabiliry: the MTBF provides a basis for comparing the
reliability of two different components which both conform 1o fatlure
pattern E, even though the failure is ‘random’ in both cases. This is
because the item with the higher MTBE will have a lower probability
of failure in any given period.

@

Forexample, assume that Brand X bearin 1gs conform to the failure distr m
shown in Figure 12.3. if the conditional probabili ity of fallure of Brand V is %y
5% in each period, they would only be half as likely to fail and so wou Id be
considered much more reliable.

In the case of items which conform to failure pattern B, a more reliable
component has a longer ‘useful life’ than one which is less reliable. So
insimple language it could be said of the pattern B components that one
type lasts longer than the other, while in the case of the Pattern I com-
ponents, one type fails less often than the other.

(In practice, the reliabi bitity of bearings is measured by the "B10° life.
This is the life below which a bearing supplier guarantees that no more
than 10% of his bearings will fail under given conditions ni load and
speed. This con c‘sp(mds to one period on Part 2 of Figure 12.3. Tt also
suggests that if a bearing conforms (o a truly exponential survival
distribution, then the MTBF of bearings due to ‘normal wear and tear’
should be about 9.5 tmes the B10 life
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Soif bearing Brand Y is twice as reliable as Brand X, the B10 life
which is also known as the 110 life or the N10 life — of Brand Y will
be twice as long as that of Brand X. This is useful when making procure-
ment decisions about bearings, but it still does not tell us how long any
one bearing will last in service.)

o P-Fcurves and random failures: Figure 7.9 on page 156 and Part [ of
Figure 12.3 both show random failures preceded by P-F curves. This is
not meant to suggest that a/f fatlures which happen on a random basis
are preceded by such a curve. In fact a great many failure modes which
conform to pattern E are not preceded by any sort of warning, or if they
are, the warning period is often much too short to be of any use. This
is especially true of most of the failures which affect light current elec-
trical and electronic items.

This does not detract in any way from the validity of the analysis. It
simply means that no form of preventive maintenance - on-condition,
scheduledrestoration or scheduled discard — is technically feasible for
these components, and they have to be managed on an appropriate
default basis as discussed in Chapters & and 9.

Weibuil
hazard
B G functions
0.5 ’ Weibull {conditional
probability probability
densities of failure)
“\”“‘M-—m.n‘,ﬁ = 05“‘
a=3 a1 a=2 a=3
Figure 12.4: Weibull distributiens

A Note on Weibull Distributions

At this stage, it is worth commenting on the Weibull distribution. This

distribution is widely used because it has a great variety of shapes which
cnableittofitmany Kinds ol data, especially data relating to product life.
The Weibull frequency distribution (or more correctly. probability den-
sity function) is:

FU) = (Bla® P exp (V)]
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B is called the shape parameter because it def ines the shape of the dis
tribution. a is the scale parameter. 1t defines the spread of the distribution
and corresponds to the 63rd percentile [100 (1 - e} of the cumulative
distribution. The Weibull probabili ity density function and corres ;\omlmw
conditional probability ¢ urves are showninFigure 124, {This Sh(,)‘v’»’,\;‘{ilé,;
the conditional probabilit ity of failure is also known as {hé ‘hazard rate’)

When § = 1, the Weibull distribution is the ¢ xponential distribution.
When B is between 3 and 4, it closely approximates the normal distribu-
tion. Later in this chapter we see how it describes other failure patterns.

Failure Pattern C

Failure pattern C shows a steadi ly increasing probability of failure
one pointat which we can say “that's where it we

.butno
ars out”. 'This part of this
chapter looks at a possible reason why pattern C occurs, and then shows
how it is derived. o
cause of paitern C which we consider is fatigue. Classical
engineering theory suggests that fatigue failure is caused by cyclic stress,
and that the relationship between cyclic stress and Failure is gﬁl)\w;;;‘z‘xmi M

the S-N curve, as shown in Figure 12.5

The possible

5-N curve suggests
that level! of stress 'S
- will cause component
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Figure 12.5 suggests that if the $-N curve is Known, then we
able to predict the life of the component with g
amplitude of cyclic stress. However, this is not so | In pracuce because
average amplitude of the cyclic stress is not constant. and the ability of
the component to withstand the stress - in other words. the location of the
5-N curve — will not be exactly the same for every COMponent.
Part 1 of Figure 12.6 overleaf suggests that the average amplituc
the applied stress might cor
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mean, which is designated by *S™ in Figure 12.6. This distribution is
shown by curve P. Similarly, the distribution of the S-N curves mi ight be
designated by normal curve Q. The combination of these two curves will
be such that the ages at which failure occurs will conform to a distribution
skewed to the left. How much it is skewed ¢ depends on the shape of the
5-Necurve itself. For the sake of argument, Part 2 of Fi igure 12.6 suggests
that it will conform to a Weibul] distribution with shape parameter § =
2. (Strictly speaking, this should be called a ‘shified” Weibull distribu-
tion because it does not start at time zero.)

On the basis of this distribution, Part 2 of Figure 12.6 goesontosuggest
how many failures might occur in each period if we were to test a sz nple
of 1000 components to failure. (The fact that the numbers marked with
an asterisk are not integers explains why this curve should be called a
probability density rather than a frequency distribution.)

Part 3 of Figure 12.6 translates Part 2 into a survival curve, while Part
4 shows the conditional probability of failure based on the preceding two
curves. Both of the latter curves are derived in the same way as the corres-
ponding curves in Figure 12.2.

Further points about failure pattern C include the following:

¢ the shifted Weibull distribution means that the conditional probability
curve starts at a point to the right of time t = 0. Figure 12.6 shows that this
is the point where there is *a rapid increase in the conditional probability
of failure’, which is of course the useful life as defined earlier. In Figure
12.6this is three periods. However, earlier depictions of pattern C show

a conditional probability
of failure starting above
zero. This might occurin
practice it a failure mode
led to atruncared Weibull
distribution (one that hy-
pothetically starts (o the
left of time t = 0) with a
shape parameter of § =2,
as shown in Figure 12.7.
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» the slope of pattern C appears to be quite steep in these examples. How-
ever, bear in mind that the actual slope is governed by the Weibull scale
parameter ¢, which can be measured in anything ranging from weeks
to decades (or even centuries), so the slope of patiern C can vary from
quite steep to almost tlat.

@

pattern C is not only associated with fatigue. For instance, it has been
found to fit the failure of the insulation in the windings of certain types
of generators.

e

conversely, not all fatigue-related failures necessarily conform to fail-
ure pattern C.

For instance, if curve P in Figure 12.6 were skewed towards the S°*' limit and
curve Q were skewed towards the Rweerlimit, the failure frequency curve would
be biased further towards the right. This would give a Weibull shape parameter
greater than 2, which tends towards a normal distribution and so gives a condi-
tional probability of failure curve which resembles pattern B.

Ontheotherhand, if the S limitis below the point at which R™* becomes
asymptotic, then the frequency distribution will develop along ‘tail’ on the right.
This corresponds to a Weibull distribution where 3 is between 1 and 2, which
in turn generates failure pattern D.

Finally, the discussion on page 159 mentioned that a large number of factors
influence the rate at which fatigue failures develop in ball bearings. This would
make the spread of any distribution very wide, which would in turn lead to an
almost flat conditional probability curve. Add to this the variety of additional
bearing failure modes listed on page 159 which have the same symptoms as
fatigue, and the overall probability density effectively becomes fully exponen-
tial, which leads to failure pattern E as we have seen.

So fatigue could manifestitself as failure pattern 8, C, B or even E.

Failure Pattern D

Asmentionedabove, failure pattern DD is the conditional probability curve
associated witha Weibull distribution whose shape parameter 8 is greater
than 1 and less than 2.

Failure Pattern ¥

Pattern F is perhaps the most interesting, for two reasons:

» it is the only pattern where the probability of failure actually declines
with age (apart from A, which is a special case)

« it is the most common of the six patterns, as mentioned on page 13,

For these reasons, it is worth exploring in more detail the factors which

give rise to this pattern.
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The shape of failure pattern F indicates that the tughest probability of
failure oceurs when the equipment is new or just after i has been w;’cz‘—
hauled. This phenomenon is known as infant mortality, and it has a wide
variety of causes. These are summarised in Floure 172,
the subsequent paragraphs.

2.8 and discussed in

Infant mortality caused by:

® poor design

poor quality manufacture
¢ Incorrect installation

= incorrect commissioning
e incorrect operation
° unnecessary maintenance

® excessively invasive maintenance
* bad workmanship

Figure 12.8;
Causes of infant
rnortality

I probability
ettt

onditiona

Operating age ——————»

C
of failure

Design

Infant mortality problems attributable o desi gnoccur when part of an

ttem is simply incapable ofdelivering the desired performance. and hence

tends to fail soon after being put into service. When the y aflectanexisting

asset, these problems can only really be solved by redesign, as discussed

in Chapter 9. They can be forestalled to some extent by

© using proven technology. The author encouniered one company which
professed o be “inaheadlong rush to be second” in adopting new rech-
nology, because it found that being first usually means a huge invest-
ment in ‘de-bugging’ new equipment - an involuntary investment mde
in the form of equipment downiime. On the other hand, being second
can be competitively disadvantageous in the long term.

@

using the simplest possible equipment to fulfil the required function on
the premise that bits which aren’t there can's Jail.

Manufacture and installation

Infant mortality attributable to equipment manufacture occurs either
because the manufacturer's quality standards are too foose, or because
the parts concerned have been badi v installed. These problems can only
be solved by rebuilding the affected assemblies or replacing the affected
parts. Two ways to forestall these problerms are:
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* to implement suitable SQA (Supplier Quality Assurance) and PQA
(Project Quality Assurance) schemes. Such schemes usually work best
when they are run by someone other than the prime contractor.

to request extended warranties, perhaps with the full-time on-site sup-
port of the vendor's technicians until the equipment has been working
as intended for a specified period.

&

Commissioning

Commissioning problems occur either when equipment is set up incor-
rectly, or when itis started up incorrectly. These problems are minimised
it care is taken to ensure thateveryone involved in commissioning knows
exactly how the plant is supposed to work, and 1s given enough time to
ensure that it does so.

Routine maintenance

A great deal of infant mortality 1s caused by routine maintenance tasks

which are either unnecessary, or unnecessarily invasive. The latter are
tasks which disrupt or disturb the equipment, and so needlessly upset

basically stable systems. The way to avoid these problems is to stop doing

unnecessary tasks, and in cases where scheduled maintenance is neces-

sary, to select tasks which disturb the equipment as little as possible

Maintenance workmanship
Clearly, if something is badly put together it will fall apart quickly. This
problem can only be avoided by ensuring that anyone whois called upon
todoa preventive orcorrective maintenance taskistrained and motivated
to do it correctly the first time.

Infant mortality and RCM

The above discussion suggests that infant mortality problems are usually

solved by once-off actions rather than by scheduled maintenance (with

the exception of a few cases where it may be feasible to use on-condition

tasks to anticipate failures). However, despite the minimal role played by

routine maintenance, using RCM to analyse a new asset bdmc putting it

into service still leads to substantial reductions in infant mortality for the

following reasons:

» g detailed study of the functions of the asset usually reveals a surprising
number of design flaws which, if not corrected, would make it impos-
sible for the asset to function at all
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* craftsmen and operators learn exactly how the asset is su pposed to

function, and so are less inclined 1o nmiac mistakes which cause

ailures
* many weaknesses which would otherwise lead to premature failures are
identified and dealt with before the asset enters service

° routine maintenance is reduced to the essential minimum, which means
fewer de-stabilising interventions, but this essential minimum ensures
thatthe early life of the asset is not plagued by failures which could have
been anticipated or prevented.

Failure Pattern A

It is now generally accepted that failure pattern A — the bathtub curve —
is really a combination of two or more different failure palterns, one of

which embodies infant mortality and the other of which shows i mereasing
probability of failure with age. Some commentators even suggest that the
central (flat) portion of the bathtub constitutes a third period of (random)

failure between the other two, as shown in Figure 14.9,
Infant Wear- Figure 12.9:
mortality out The classical

view of the
“bathtub”

—Random failure ——-

N\

Operating age ——s

This means that failure pattern A actual ly depicts the conditional prob-
ability of two or more different failure modes. From the failure manage-
ment viewpoint, each of these must be identified and dealt with in the 13;@{
of its own consequences and its own technical characteristics, i

Similar conclusions can be drawn about failure pattern B asitisshown
in Figure 12.2. This is because the failures which occur between periods
[ and 16 are caused by *normal” wear, while those occun ring between
periods | and 10 are caused by other ‘random’ factors which still canse
the impeller to wear out, but cause it to do so faster than normal.

This starts to raise a number of questions about the meaning of these

patterns, which are considered at length in the next part of this $ chapter.
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12.2 Technical History Data

The Role of Actuarial Analysis in Kstablishing Maintenance Policies

A surprising number of people believe that effective maimenafac? poli-
cies can only be formulated on the basis of extensive historical informa-
tion about }%u’!um Thousands of manual and computerised technical
history recording systemns have been installed around the world on the
basis of this belief. It has also led to great emphasis being placed on the
failure patterns described in Part 1 of this chapter. (The fact {‘hatv the bath-
tub curve still appears in nearly every significant text on nmuuicmm?e
management is testimony fo the almost mystical faith which we place in
the relationship between age and failure.)

Yet from the maintenance viewpoint, these patterns are fraught with
practical difficulties, conundrums and contradictions. Some of these are
summarised below under the following headings:

* complexity
s sample size
e reporting Tatlure

 the ultimate contradiction.

and evolution

Complexity ‘
Most industrial undertakings consist of hundreds, il not thousands of
different assets. These are made up of dozens of different components,
which between them exhibit every extreme and intermediate aspect ol
reliability behaviour. This combination of complexity and diversity means
that it is simply not possible to develop a complete analytical description
of the reliability characteristics of an entire undertaking — or even any
major asset within the undertaking. ‘

Even at the level of individual functional failures, a comprehensive
analysis is not easy. This is because many functional failures are caused
not by two or three but by two or three dozen failure modes. As a f”esult
while it may be fairly easy to chart the incidence of the functional i'a{h‘ireg,
it is a major statistical undertaking to isolate and descr%be thc? ‘fz}ulum
pattern which applies to each of the failure modes Whi(fl:; falls within the
envelope of each functional failure. What is more, many failure modes h‘zwc
virtually identical physical symptoms, which makes them easy to confuse
with each other. This in turn makes sensible actuarial analysis almost
impossible.

www empediaeir

o dolidfd

Actuarial Analvsis and Failure Dara 251

Sample size and evolution

Large industrial processes usually possess only one or two assets of any one
type. They also tend to be brought into operation in series rather than simul-
taneously. This means that sample sizes tend 1o be too small for statistical
procedures to carry much conviction. For new assets which embody high
levels of leading-edge technology, they are always too small,

Theseassets are also usually in a continuous state ofevolution and modifi-
cation, partly in response (o new operational requirements and partly in
an attempt to eliminate failures which either have serious consequences
or which cost too much to prevent. This means that the amount of time
which any asset spends in any one configuration is relatively shor,

S0 actuarial procedures are not much use in these situations because
the database is both very small and constantly changing. (As discussed
later, the main exception is undertakings which use large numbers of
identical components in a more-or-less identical manner.)

Reporting failure

The problem of analysing failure data is further complicated by differ-
ences in reporting policy from one organisation to another. One area of
confusion is the distinction between potential and functional failures,

For instance, in the tyre example discussed on pages 180 and 161, one organ-
isation might classify and record the tyres as failed” when they are removed for
retreading after the tread depth drops below 3 mm, However, as long as the tread
depthis notallowed to drop below 2 mm, this Failure’ is actually a potential failure
as defined in Chapter 6. So other organisations might chooss to classily such
removals as ‘precautionary’, because the tyres have notactually failed in service,
oreven as ‘scheduled’, because the tyres are ‘scheduled for replacement at the
earliest opportunity afier the potential failure has been discovered. In both of the
latter cases, it is likely that the removals will not even be reported as failures.

On the other hand, if for some reason the tread depth does drop below 2 mm,
then there is no doubt that the tyre has failed.

Similar differences might be caused by different performance expecta-
tions. Chapter 3 defined a functional failure as the nability of an item to
meetadesired standard of performance, and these standards can of cou rse
differ for the same asset if the operating context is different,

Forinstance, page 50 gives the example of a pump which has falled if itis unable
to deliver 800 litres per minute In one context and 900 litres perminute in another,
This shows that what is a failure in one organisation — or even one part of
an organisation — might not be a failure in another. This can result in two

quite different sets of failure data for two apparently identical itrems.
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Further differences in the presentation and interpretation of fatlure
data can be caused by the different perspectives of the manufacturers and
users of an asset. The manufacturer usually considers it his responsibility
to provide an asset capable of delivering a warranted level of performance
(if there is one) under specific conditions of stress. In other words, he
warrants a certain basic design capability, and often makes this condi-
tional upon the performance of certain specified maintenance routines.

Onthe other hand, we have seen that many failures occur because users
operate the equipment beyond its design capabilities (in other words, the
Swant” exceeds the ‘can’, as discussed on pages 01 - 064.) While users are
naturally inclined to mcorporate data about these failures in their own
history records, manufacturers are naturally reluctant to accept respon-
sibility for them. This leads many manufacturers to ‘censor’ failures
caused by operator error from failure data. As Nowlan and Heap''® put
it, the result is that users talk about what they actually saw, while the
manulacturer talks about what they should have seen.

The ultimate contradiction (The Resnikoff Conundrum)

Anissue whichbedevils the whole question of techaical history is the fact
that if we are collecting data about Tailures, it must be because we are not
preventing them. The implications of this are summed up most succinctly
by Resnikoft'™” in the following statement:

“The acquisition of the information thought to be most needed by muainte-
nance policy designers ~ information about critical failuies - is in principle
unacceptable and is evidence of the failure of the maintenance program.
This is because critical fuilures entail potential (in some cases, certain)
loss of life, but there is no rate of loss of life which is acceptable to (any)
organisation as the price of failure information to be used for design-
ing a maintenance policy. Thus the maintenance policy designer is fuced
withthe problem of creating a maintenance svstem for which the expected

loss of life will be less than one over the planned operational lifetime of

the asset. This means that, both in practice and in principle, the policy
must be designed without using experiential data which will arise from
the failures which the policy is meant 1o avoid.”

Despite the best efforts of the maintenance policy designer, if a critical
failure should happen to occur, Nowlan and Heap™™ go on to make the
following comments about the role of actuarial analysis:
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“The development of an age- reliability relationship, as expressed by o
curve representing the conditional probability of failure, requires
considerable amount of data. When ihe failure is one which } has serious
c()izsequwzws f/m body (}/dam w’! not mmz xz;m*/m VeRIive measires
mist of neces:

cannot be used to mmb/zx/z the age fmzz!s u/ @»{,m‘c,sf CONCEFN f/zwxe’
hecessary to protect operating safery.”

In this context, note also the comments made on page 139 about safe-life
limits and test data. These data are usually so scanty that the safe-life limit
(if there is one) is established by dividing the test results by some conser-
vatively large arbitrary factor rather than by the tools of actuarial analysis.

The same limitation applies to failures which have really serious oper-
ational consequences. The first time such a failure oceurs, unmediate
decisions are usually made about preventive or corrective action without
waiting for the data needed to carry out an actuarial analysis.

Allof which brings us to the ultimate contradict lon concerning the pre-
vention of failures with serious consequences and historical information
about such failures: that successful preventive mainienance entails
preventing the collection of the hisiorical daia which we think we need i
order to decide what preventive maintenance we ought to be doing.

This contradiction applies in reverse at the other end of the scale of
consequences. Failures with minor consequences tend to be allowed 1o
oceur precisely because they don't matter very much. As a result, large
quantities of historical data will be available concerning these failures
which means that there will be ample material for accurate actuarial ana-
lyses. These may even reveal some age limits. However, because the
failures don’t matter much, it is highl ily unlikely that the resulting sched-
uled restoration or scheduled discard tasks will be cost-effective, So while
the actuarial analysis of this information may be precise, it is also likely
to be a waste of time. )

‘The chiefuse of actuarial analysis in maintenance is to study relinbility
problems on the middle ground, where there is an uncertain ;eidimmh!;?
between age and failures which have significant economic consequences
but no safety consequences. These failures fall into two cate OTIes:

» those associated with large numbers of identical iterns whose functions
are to all intents and purposes identical, and whose failure micht only

have aminor impact when taken singly but whose cumulative effect can
be an important cost consideration,
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Examples of items which fall into this category are street lighis, vehicle com-
ponents (especially from large fleets) and many of the components used by the
armed forces and in the electricity, water and gas distributionindustries. ftems
of this type are used in sufficient numbers for precise actuarial analyses to be
carriad out, and detailed cost-benefit studies are justified (inmany cases, if only
to minimise the amount of travelling involved in maintaining the items).

['failures which merit actuarial investigation are
e still thoughtto be age-related, and

e the second category of
those which are less common but are
where both the cost of any preventive task and the costof the failure are
very high. As mentioned on page 134, this applies especially to gradu-
ally increasing failure probabilities typified by failure pattern C.

The way forward
‘The above paragraphs indicate that except for a limited number of fairly
specialised sttuations, the actuartal analysis ot the relationship between
operating age and failure is of very little use from the maintenance man-
agement viewpoint. Perhaps the most serious shortcoming of historical
information is that it is rooted in the past, whereas the concepts ol antici-
pation and prevention are necessarily focused on the future

So a fresh approach to this issue is needed — one which switches the
focus from the past to the future. In fact, RCM is just such an approach.
Hirstly, it deals with the specific problems identified above as follows:

o defining failure: by starting with the definition of the functions and the
associated performance standards ol each asset, RCM enables us 1o
define with great precision what we mean by ‘failed’. By distinguish-
ing clearly between built-in capability and desired performance, and
between potential failures (the failing state) and functional failures (the
Jailed state), it eliminates further confusion.

@

complexitv: RCM breaks cach asset down into its functions and each
function into functional failures, and only then identifies the failure
e. This provides an orderly
mode. This in turn

e 1o start out at the

modes which cause each functional failur
framework within which to consider cach failure
makes them much easier to manage than if we were
failure mode level (which is the starting pointof mostclassical FMEA's
and FMECA's).

evolution: by providing a comprehensive record of all the performance
standards, functional failures and failure modes associated with each
asset, RUM makes it possible to work out very quickly how any change

e
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to the design or to the operating context is likely to affect the asset, and
to revise maintenance policies and procedures only in those areas where
changes need 1o be made

&

the ultimate contradiction: RCM deals with the ultirnate contradiction
inseveral ways. Firstly, by obli ging us to complete the Information Work-
sheetdescribed in Chapter 4, it focuses attention on what could happen,
Contrastthis with the actuariale emphasis onwhat has happened. Secondly,
}35’.;18king how, and how much, each failure matters as set out in (Vimpm
9, iensures that we focus on failures which have serious con Sequences
and that we do not waste time on those that don't. Finally, by adopting the
structured approach to the selection of proaclive tasks and icmm actions
described in Chapters 6 -9, RCM ensures that we do what i is necessary 1o
prevent serious failures from happening, and as far as humanly pm;;sai«
ble, avoid having to analyse them historically at all V

S

Secondly, the RCM process focuses attention on the ind formation needed
to support specific decisions. It does not ask us to collect a whole Jot of
data in the hope that they will eventually tell us son
discussed in more detail in the next section of this

ething.
chapter.

This point is

Specific Uses of Data in Formulating Maintenance Policies

In spite of all the above comments, the successful application of RUM needs
agreat deal of information. As explained at ley gth in Chapters 2 10 9, much
of this information is descriptive or qualitative, particularly on the RCM In-
formation Worksheet. However. in view of the emphasis thathas been placed
on quantitative issues in this chapter, Table 12.1 summarises the principal
types of quantitative data which are used to support different stages of the
maintenance decision process. It does so under the followin ¢ headings:

° datum: the piece of information of interest.

* application: a very brief summary of the use to which each datum is p pu ut.
Note that some are used in conjunction with others (o reac “hatinaldecision,
and that many are only used when qualitative data are not st rong encugh
to make an intuitive decision possible.

E]

comments: where each datum is most likely to be found. Note that in some
cases, they are established by the user of the assel.

vages 1n this book where the use of each datum is dis-

® pages: refers to the
rlength.

cussed at greater
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DATUM APPLICATION COMMENTS PAGES DATEM | APPLICATION ] COMMENTS PAGES
T ) N ¢ - . ] o I ] GES
Desired These standards define the Sel by the users of the assets |22 - 27 n it 1t e - i P
standards of | objectives of maintenance for | {and by regulators for environ- 147 - 52 SCHEDULED RESTORATION AND SCHEDULED DISCARD TASK FREQUENCIES

N soby et Th 5 P i |
performence ;fgfg}ui?ﬁﬁag%z%g?@\;iref m}w ggggég some safely Age aﬁ which | Used o establish the frequency | "Uselul ife”: Based on formal 1236 - 238
pnergy e?‘ﬁcieib ), safely eme p T there is a rat;?id of ;nosi scheduled restoration | records Jf these are available: | o
gy oY S8 increase inthe | and scheduled discard tasks more often based on consen. |
environmental integrity conditional sus of ;ﬁgﬁgmﬁ Om;g;;‘éﬂ ’

ASSESSING OPEHATIONAL AND NON-OPERATIONAL FAILURE CONSEQUENCES g;{){igg@smy of most knowledge of the assel

Downtime Assessing whether each fallure | Not the same thing as MTTR |76 A . o .
o I B ; A ctuarial analy- | Optimising restoration/discard | Worlh doing for DR .o
v:i;l; ‘;;(ﬁfg‘[h%ig%;ﬁn/opmaitonb, ('mean time {o repair’) 5‘5 of relation- | intervals for large numbers of . 32 g Cj;‘;:shﬁé ;;:ioﬂgf n%han 253 - 254
T ship be;[v‘;e?” identical parts whose failure is | most industries: needs extan-
Costoflost | Used together with downtime to | Only needed when the cost- 105 - 106 age and fajlure ::O:’? b ¢ age-related, orfor |sive and refiable historical
production evaluate total cost of each failure| benefit of scheduled mainte- pensive patiern G-type failures | data: used for fallure modes |
which affects operations nanoce is not intuitively obvious which have operational and
non-operational consequen-
Cost of repair | Used together with MTBF to Only needed when the cost- /108 - 109 | ces only |
evaluate cost effectiveness of | benefit of scheduled mainte- - ' I
. g : HIDDE 5 . o g
scheduled maintenance nance is not intuitively obvious IDDEN FAILURE CONSEQUENCES AND FAILURE-FINDING TASK FREQUENCIES
Operational and non-opera- ‘ |
gior?a! comggquences Gﬂ%)w Accepiavb!e Usgd to establish maintenance | Set by the users of the asset- s‘l 18-120
pro’?’ak’mhfty ;)f a | policies for protected systerns | only used when a rigorous 179- 182
Mean time be- | Used with downtime, cost of fost | Only needed when the cost- {105 - 108 MUpie fatire analysis is to be done 4
tween failures | production (if any) & repair cost | benefit of scheduled mainte- 1108 - 109 Mean i . i
o roat of e N o - . ean ime be- | Used together with ‘acceplable | Based on past and anticinated | 179 - 15
gggggiiig‘m ﬁ;?gi%‘i‘;}é’sa ?g”gi{fgﬁ Za?w‘»cli,nr:l(i?foqz\gus tween failures | probability of a multiple fe?iiuz*e’ to | future peﬁgég&g\i g??;.g{:gd e
f"aszere over 4 period of time U‘ogal Ccons; Lences onﬁj : of a protected | determine the desired avaflability | tected function: Only used o
i ap ' 4 y function (M) | of a protective davice support a rigorous analysis -
ASSESSING SAFETY AND ENVIRONMENTAL FAILURE CONSEQUENCES (| not neec;e? for the intuitive
approach (see below)
Acceptable risk | Used to assess whether sched- | Almost always assessed by 198 - 101 Desi )
; AR , e - . esired Used together with the MTBF of | Derived from the two ¢
?afi%ﬂu 2ngie ;i??a’ﬁgg‘;;g;%ec‘zu"}‘éoggviogqg 3;&;{%g)gighiiti;igzg};‘iy availability of | the protective device 1o establish variablesy;3 ;;;éhéa;ﬁ?rggigi@ / :;E 179
L a protective a failure-finding task interval is 10 be derived on 4 foore \y 1
cfnect adverse effect on safety or device 5%31’5' Othemfm@m ;ﬁ éi fE}OFSUg |
the environment asis: olnerwise sel directly
by the users of the asset on
ESTABLISHING ON-CONDITION TASK FREQUENCIES the baarﬂ{s if fn intuitive ass-
! essment of the tisks of the
Potential failure | Point at which imminent failure | Based on the nature of the 144 -145 multiple failure
becomes detectable i}&;i’%ﬁgﬂ‘ig‘; gfg&%ﬁg? Mean time be- | Used with desired availability to | Based on records of failures  |175 - 182
o 0 erformance monitoring, zlieﬂ f?"“t‘?s 'esgtabiixsh afallure-finding task | found if these are available:
. e . a proteciive | interva if not, any sultable ata source
condition monitoring and 8PC device (M.,) I should b?-;j ;:js(jibtg ti;éiw%sa\;?;“
P-F interval Used to establish the frequency | ‘How quickly it fails’ very sel- | 145 - 149 (*"’C!i‘diffg WUC@{Q? fuesses)
of on-condition tasks dom formally recorded 182 - 165 bit & suitable databese should |

f be started immediatety

H

Table 12.1: Summary of key maintenance decision-support data
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A number of final points concerning quantitative data are reviewed under
the following headings:

* management information

° anote on the MTBF

¢ technical history.

Management information
Table 12.1 only describes data which are used directly to formulate poli-
cies designed to deal with specific failure modes. It does not include data
used to track the overall performance of the maintenance function and
usually classified as ‘management information’. Examples of suchinfor-
mation are plant availability statistics, safety statistics and information
about expenditure on maintenance against budgets.

Monitoring the overall performance of the maintenance functionis of
courscan essential aspect of maintenance management. 'This topic is dis-

cussed in more detail in Chapter 14.

A note on the MTBF

Inrecenttimes, the conceptof the ‘mean time between failures™ seems to

have acquired a stature which is quite disproportionate to its real value in

maintenance decision-making. For instance, it has nothing to do with the

frequency of on-condition tasks, and nothing to do with the freguency of

scheduledrestoration and scheduled discard tasks. However, itdoes have

certain very specific uses. Table 12.1 mentions three ol these:

= 10 cstablish the frequency ol failure-finding tasks.

¢ 10 help decide whether scheduled maintenance is worth doing in the
case of failure modes which have operational or non-operational con-
sequencesonly. (Inother words ithelps us to decide whether such tasks
need to be done, but not how often they need to be done.)

= 1o help establish the desired availability of a protective device.

In the first case, the MTBFis always needed to make the appropriate de-

cision, butinthe second twoitis only used il the nature and consequences

of the failures are such that a rigorous analysis must be carried out.
The MTBF also has a number of uses outside the ficld of maintenance

policy formulation, as follows:

o in the field of design: 1o carry out a detailed cost-justification of a pro-
posed modification, as mentioned briefly on page 195
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&

in the field of procurement: to evaluate the reli Hability of two different
components which are candidates for the same application, as men
tioned on page 241

© inthe field of management information: as discussed in ¢ Chapter 14, one
way o assess the overall effectiveness of a maintenance program is (o

track the mean time between unanticipated failures of any asset,

A detailed exploration of the first two of these issues is beyond the scope
of this book. The third is dealt with in chapter 14.

Technical history
Together with the above comments about the MTBFE, Table 12.1 can be
used to help decide what sorts of data really need to be recorded in a tech-
nical history recording system.

Perhaps the mostimportant information which needs to be recorded on
a formal basis is what is found cach time a failure-finding task is done.
Specifically, we need to record whether the item was found 1o be fully
functional or whether it was in a failed state. Such records enable us to
determine the mean time between failures of the protective device (M,
on page 177), and hence to check the validity of the associated failure-
finding task interval. This information should be recorded forall hidden

Junctions — in other words, for all protective devices which are not fail-

safe.

[n addition to hidden failures, Table 12.1 identifies two further areas
where historical failure data can be used to make (or to validate) decisions
about maintenance policies, as follows: '

* ihe occurrence of failure modes which have significant operational con-
sequences. Thisinformation can be used to compute the mean time be-
tween the failures in order to assess the u»;td”f’u:fwcn@w of scheduled
maintenance. However, as mentioned in Table 12 L, this only needs to be
done if the cost-benefit of proactive action is not intuitive] v obvious. If
itis, such action - be it scheduled maintenance or redesign — would be
taken and so there should be no more failures to record ( except perhaps
as potential failures if the proactive action is an on-condition task).

Table 12.1 mentions that in rare cases, it may also be worth capturing
these data in order to carry out full actuarial analyses with a view o op-
timising scheduled restoration and scheduled discard frequ

encies.
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e the mean time between failures of a protected function (M., on page
179). This is needed if a failure-finding interval is to be determined on
a rigorous basis. It can be determined by recording the number of times
aprotective device is called upon to function by the failure of the protec-
ted function.
Forinstance, a record can be made every lime the overpressurisation of aboiler
causes a relief valve to start passing.

It any of these data are to be captured, the failure reporting systems should

be designed toidentify the datum whichis required —usually the failure mode

-as precisely as possible. This can be done by asking the person who does

the task (or who discovers the failure in the case of failure-finding) either to:

+ complete a suitably designed form which is then used to enter the data
into a manual or computerised history recording system, or
» enter the data directly if an on-line computer system is used to store it.

In most organisations, the records themselves can be stored in:

= a simple proprietary PC-based database, or
= g specialised computerised or manual maintenance history recording
system.

The design of such systems is also beyond the scope of this book. How-
ever, Table 12.1 suggests that if technical history recording systems are
used to capture specific data for specific reasons, rather than torecord every-
thing inthe hope thatit willeventually tellussomething, they become useful
and powerful contributors to the practice of maintenance management
rather than the expensive white elephants that so many of them tend to be

.

General Org
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13 Applying the RCM Process

13.1 Who Knows?

The seven basic questions which make up the RCM pz‘m*w have been
considered atlength in Chapters 2 to 10, After] ouk?zwz wore deeply at the
information needed to answer the questions, Chapter 12 concluded that
in most industries, historical records are seldom (if “ever) comprehensive
encugh to be used for this purpose on their own. Yet the questons must
still be answered, so the required information still has to be obtained from
somewhere.

More often than not, ‘somewhere’ actually mm«s out to be “someone’
- someone who has intimate knowledge and experience of the asset under
consideration. There are also occasions when the n1ém"mamm—gai%“wring
process reveals widely differing viewpoints which have to be reconciled
before decisions can be made.

Later sections of this chapter describe how small groups can be used
to gather the information, reconcile differing views and make the deci-
stons. However, before considering these groups, this part of this chapter
reviews the information needed (o answer each question, and considers
whois mostlikely to possess it. It does so with reference to earlier sections
of the book where the questions have been discussed in detail.

o What are the functions and associated performance standards of the
assef in ifs present operating context?

RCM is based on the premise that every asset is acquired to fulfil a spect-
fic function or functions, and that maintenance means doing whatever is
necessary to ensure that it continues to perform each function to the satis-
faction of its users. In most cases, the most important representatives of
the users are operations and production managers. In order to ensure that
RCM generates a maintenance program which delivers what these mana-
gers want, they need to participate actively in the entire process. (In areas
such as safety, hygiene or the environment, the advice of appropriate
specialists may also be needed.)
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However, we have also seen that the buili-in capability of the asset— what
it can do — s the most that maintenance can actually deliver. Maintenance
and design people, often at supervisory levels, tend (o be the custodians
of this information, so they too are a key part of this process.

If this information is shared at a single forurn, maintainers begin to
appreciate much more clearly what operators are trying to achieve, while
users gain a clearer understanding of what maintenance can ~ and canaot
- deliver.

o In what ways does it fail fo fulfil its functions?

The example on page 51 showed why it is essential that the performance
standards used to judge functional failures should be set by maintenance
and operations people working together.

® What causes each funciional failure?

Chapter 4 explained how maintenance is really managed at the fatlure
mode level. It went on to stress the importance of identifying the causes
of each functional failure. The example on page 72 showed how these
causes are often most clearly understood by the shop-floor and supervi-
sory people who work most closely with each machine (especially the
craftsmen and technicians who have to diagnose and repair each failure).
In the case of new equipment, a valuable source of information about
what can fail is a field technician who is employed by the vendor and who
has worked on the same or similar equipment.

o What happens when cach failure occurs?

Part 5 of Chapter 4 lists a wide variety of information which needs to be

recorded as failure effects. These include:

- theevidence that the failure has occurred, which is mostoften obtained
from the operators of the equipment

- the amount of time the machine is usually out of action each time the
failure occurs, again obtained from operators or first-line supervisors

- the hazards associated with each failure, which may need specialist advice
(especially concerning such issues as the toxicity and flammability of
chemicals, or the hazards associated with mechanical items such as pres-
sure vessels, lifting equipment and large rotating components)
what must be done to repair the failure, which is usually obtained from
the craftsmen or technicians who carry out the repairs.
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o In what way does each failure matter?

Failure consequences are discussed at length in Chapter 5 and summa-
rised in the four questions at the head of Figure 10.1 on pages 200/201.
The assessment of failure consequences can only be done in close consulta-
tion with production/operations people, for the following reasons:

° safety and environmental consequences: if the effects of a failure mode
are explained reasonably thoroughly, it is usually quite easy to assess
whether itis likely to affect safety or the environment. The main diffi-
culty in this area lies in deciding what level of risk is acceptable. The
discussion about who should evaluate risk on page 101 suggests that
this decision should be made by a group consisting of the likely victims
of the failure, the people who would bear the responsibility if it were
to occur, and if necessary, an experi on the specific chay
the failure.

teristics of

* hidden failures: The analysis of hidden functions requires at least four
iters of information, especially if a rigorous approach is used to deter-
mine failure-finding task intervals (see Chapter 8. This information is
summarised below:

- evidence of failure: the first question on the RCM Decision Dia-
gram asks if the foss of function caused by this failure mode on its
own will become evident to the operating crew under normal cir-
cumstances. This question can only be answered with assurance by
consulting the operating crew concerned.

normal circumstances: as explained on page 126, different people
can attach quite different meanings to the term ‘normal’ in the same
situation, so it is wise to ask this question in the presence of the op-
erators and their supervisors.

-~ acceptable probability of a muliiple failure: this should also be
established by the group discussed on page 101
the mean time between failures of a protected function: this is
needed if the desired availability of a protected device is 1o be deter-
mined on arigorous basis. If this information has not been recorded
in the past, it can sometimes be obtained by asking the operators of
the equipment how often the protective device is called upon to op-
erate by the failure of the protected function.
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o operational consequences. afailure has operational consequences if'it
affects output, product quality or customer service, or if it teads to an
increase in costs other than the direct costs of repair. Clearly, the people
who are in the best position to assess these consequences are operations
managers and supervisors, perhaps with help from cost accountants.

» What if a suitable proactive task cannot be found?
The two default actions which need active consideration are failure-
finding tasks and redesign:

o failure-finding: I the frequency of a failure-finding task is 10 be estab-
lished without performing a rigorous analysis of the protected system,
the desired availability of the protective device should be determined
by a group of the sort described on page 101.

In the absence of formal records, the MTTBF of the protective device
can be derived inttially either by asking the manufacturer of the device
for this information, or by asking anyone who might have done any
functional checks in the past what they found when they did the checks.
As mentioned on page 183, this is usually an operator or maintainer.

Maintenance crafismen and supervisors are usually the people who
are best qualified to assess whether it is possible o do a fallure-finding
task in accordance with the criteria set out on page 185,

» nomn-operational consequences: the people who are usually in the best
position 1o assess direct repair costs are first- and second-line mainte-
nance 5‘{{{7(’!’\"/3(77"3’

o What can be done to predict or prevent each failure?

The information needed to assess the technical feasibility ol different
types of proactive tasks was discussed in Chapters 6 to 9. and the key
questions are summarised on page 205. 1If clear actuarial data are not
available to provide answers, then the questions must again be answered
on the basis of judgement and experience, as follows:

e on-condition tasks: pages 154 and 155 stressed how important it is (0 o redesign: the question of redesign is discussed at length in Chapter 9.

consider as many different potential failures as possible when seeking Note that the formal RCM process is only meant to identify situations

on-condition tasks. The monitoring possibilities range from sophisti-
cated condition monitoring techuiques through product quality and
primary ¢ffects monitoring to the human senses, so we should consult

where redesign is either compulsory or desirable, RCM review groups
should not attempt to develop new designs during RCM meetings for
{wo reasons:

operators, craftsmen, supervisors and, if necessary, specialists in the
different technigues.

A similar group would need to consider the duration and consisten-
cy of the associated P-Fintervals, as explained on pages 164 and 105.

the design process requires skills which are usually not present atan
RUM forum.

- done properly, developing even one new design takes a great deal
of time. If this time is spent during RCM review meetings, it slows
down and can even paralyse the rest of the program. (This is not to
suggest that designers should not consult the users and maintainers
of the assets — just that it should not be done as part of the RCM
review process.)

‘The amount of time needed to avoid the consequences of the failure
(in other words, the nett P-F interval) is established jointly by mainte-
nance and operations supervisors

o scheduled restoration and scheduled discard: in the absence of suit-
able historical data, the people who are usually most likely to know
whether any failure mode is age-related, and if so whether and when
there is a point at which thereis arapidincrease in the conditional pro-
bability of failure, are again the operators, craftsmen and supervisors
who are closest to the assel.

Whether it is possible to restore the original resistance o failure of
the asset is usually decided by maintenance supervisors or in doubtful
cases, by technical specialists.

The above paragraphs demonstrate that it is impossible for one person, or
even for a group of people from one department. to apply the RCM pro-
cess on their own. The diversity of the information which is needed and
the diversity of the people from whom it must be sought mean that it can
only be done on the basis of extensive consultation and cooperation,
especially between production/operations and maintenance people. The
mostefficient way to organise thisis to arrange for the key people to apply
the process in small groups.

o dolidfo



266 Reliability-centred Maintenance

13.2 RCM Review Groups

Inthe light of the issues raised in Part 1 of this chapter, we now consider
who should participate in a typical RCM review group. what cach group
actually does, and what the participants get out of this process.

Who should participate
The people mentioned most frequently in Part 1 of this chapter were first-
line supervisors, operators and craftsmen. This suggests that a typical
RCM review group should include

the people shown in
Figure 13.1.

Fagcilitator

Engineering

Operations X ;
Supervisor

Supervisor
Figure 13.1
A typical RCM
review group Craftsman

Operator (M and/or £}

External Specialist (if needed)

In practice, J
I (Technical or Process)

the places on every
group do not have to be
filled by exactly the same people as shown in Figure 13.1. The objective
istoassemble a group which can provide mostitnotall of the information
describedinPart T of thischapter. These are the people who have the most
extensive knowledge and experience of the asset and of the process of
which it forms part. 'To ensure that all the different viewpoints are taken
intoaccount, this group should include a cross-section of users and main-
tainers, and a cross-section of the people who do the tasks and the people
who manage them. In general, it should consist ol not less than four and
not more than seven peeple, the ideal being live or six,

The group should consist of the same individuals throughout the
analysis of any one assel. If the faces presentat cach meeting change, too
much time is lost going over ground which has already been covered for
the benefit of the newcomers.

As suggested in Part 1 of this chapter, *specialists’ can be specialists
in any of the following:
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» some aspect of the process. These usually tend to be dangerous or en-
vironmentally sensitive issues,

¢ a particular failure mechanism, such as fatigue or corrosion.
» a spectfic type of equipment, such as hydraulic systems.

> some aspect of maintenance technology, such as vibration analysis or
thermography.

Unlike other group members, specialists only need to attend meetings at

which their speciality is under discussion.

What each group does
The objective of each group is to use the RCM process to determine the
maintenance requirements of a specific asset or a discrete part of a pro-
cess. Under the guidance of a {acilitator, the group analyses the context
in which the asset is operating, and then completes the RCM [nformation
Worksheet as explained in Chapters 2 to 4. (The actual writing is done by
the facilitator, so the group members do not have to handle any paper if
they don't wish to.) They then use the RCM Decision Diagram shown on
pages 200 and 201 to decide how to deal with each of the failure modes
listed on the Information Worksheet. Their decisions are recorded on
RCM Decision Worksheets as explained in Chapter 10,

The watchword throughout
this process is consensus.
Each group member
is encouraged to

Facilitator

contribute what- Operations Engineering
Supervisor Supervisor

ever he or she can

at each stage in the

process, as shown Craftsman

L ; aftsman

in Figure 13.2. Operator (M and/or E)

Nothing should be
recorded until it has

been accepted by the
whole group. (As
discussed in Part 3 of

this chapter, the facilitator
has a crucial role to play in
this aspect of the process.)

External Specialist (if needed)
{(Technical or Process)

Figure {3.2
The flow of information
into the RCM database
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‘This work is done ata series of meetings which last for about three hours
each, and each group meets at an average rate of anywhere from one to five
times per week. I the group includes shift workers, the meetings need to
be planned with special care.

‘The asset should be subdivided and allocated to groups in such a way
thatany one groupcan complete the entire process in not less that five and
not more than fifteen meetings - certainly no more than twenty.

What participants get out of the process

The flow of information which takes place at these meetings is not only
inro the database. When any one member of the group makes a contribu-
tion, the others immediately learn three things:

= more about the asset, more about the process of which itforms part and
more about what must be done to keep it working. As a result, instead
of having five or six people who cach know a bit--often a surprisingly
little bit - about the asset under review, the organisation gains f{ive or
six experts on the subject.

» moie about the objectives and goals of their colleagues. In particular,
maintenance people learn more about what their production colleagues
are trying to achieve, while operations people learn much more about
how maintenance can ~ and cannot ~ help them to achieve it.

e

more about the individual strengths and weaknesses of each team mem-
ber. On balance, much more tends to be learned about strengths than
weaknesses, which has a salutary effect on mutual respect as well as

mutual understanding,.

In short, participants in this process gain a much better understanding of
¢ what each group member (themselves included) should be doing

» what the group is trying to achieve by doing it and

» how well each group member is equipped to make the attempt.

‘This changes the group from a collection of highly disparate individuals
from two notoriously adversarial disciplines (operations and maintenance)
nto a team. ’

‘The fact that they have each played a part in defining the problems and
identifying solutions also leads to a much greater sense of ownership on
the part of the participants. For instance, operators start talking about
‘their” machines, while maintenance people are much more inclined to
offer constructive criticism ot “their” schedules.
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This process has been desoribed as “simultaneous learning”, because
the participants identify what they need to learn at the same time as they
learn it. (This 1s much quicker than the traditional approach to training,
which starts with a training needs analysis, proceeds through the develop-
ment of a training program and ends with the presentation of training
courses — a process which can take months.)

One limitation of group learning in this fashion is that unless specific
steps are taken to disseminate the information further, the only people
who benefit directly are the members of each group. Two ways 10 over-
come this problem are as follows:

° to ensure that anyone in the organisation can gain access to the RCM
database at any time

e 1o use the output of the RUM process to develop formal training courses.
The RCM meetings also provide a very efficient forum for key people to
learn how to operate and maintain new equipment, especially ifone of the
vendor's field techniciauns attends meetings held during the final stages of
commissioning. The RCM process provides a framework for such tech-
nicians to transfer everything they know about the asset to the other group
members in an orderly and systematic fashion. The RUM worksheets
enable the organisation to capture the information in writing for dissemi-
nation to anyone clse who needs to know.

13.3 Facilitators

Part 2 of this chapter mentioned that the facilitator has a crucial role to
play in the implementation of RCM. The primary function of an RCM
facilitatoristofacilitate the application of the RCM philosophy by asking
questions of a group of people chosen for theirknowledge of aspecific asset
or process, ensuring that the group reaches consensus about the answers,
and recording the answers.

Of all the factors which affect the ultimate quality of the analysis, the
skill of facilitator is the most important. This applies both to the rechnical
quality of the analysis, and to:
= the pace at which the analysis is completed
e the attitude of the participants towards the RUM process.

To achieve a reasonable standard. an RCM facilitator has o be competent
in 45 key areas. These can be divided into 5 main skillsets, as follows:
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applying the RCM logic

managing the analysis

conducting the meetings

time management

administration, logistics and managing upwards.

Key points about cachskillset are discussed in the following paragraphs.
Yl ¥ g

Applying the RCM Logic

‘The facilitator mustensure that the RCM process is applied correctly by
thereview group. This entails ensuring that all the questions ecmbodied in
the RCM process are asked correctly in the correct sequence, that they
have been correctly understood by all the group members and that the
group reaches consensus about the answers.

Managing the Analysis

By and large, the following decisions are made by the facilitator and/or

the facilitator alone does the work.

W

L

e

Prepare for meetings: Prior to the first meeting, the facilitator should
collect basic information about the asset/process. This includes flow
diagrams, operating manuals, history records — if any - and electrical,
hydraulic and pneumatic circuit drawings.

Select levels of analysis/define boundaries: The equipmentto be analysed
by cach review group will be identified during the planning phase. How-
ever, it may become necessary to group the equipment differently in
order to carry out a sensible analysis. This means that the final decision
about equipment grouping/levels of analysis is made by the facilitator,
who then has to define the boundarics of the analysis accordingly.

Handle complex failure modes appropriately: Decide when to choose
which of the fouroptions listed in Chapter 4 part 7 {(pages 86 - 88) when
listing failure modes

]

Know when to stop listing failure modes: Knowing when to stop listing
the failure modes that might cause each functional failureis one of the
key clements of successful facilitating, and reguires careful judgment.
Moving on oo soon to the next functional failure means that critical
failure modes may be overlooked or that failure effects are inadequately
described. Listing too many failure modes leads to analysis paralysis.
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Interpretand record decisions with a minimum of jurgon: As arule, the
facilitator physically records the decisions of the group. In so doing,
care must be taken to ensure that all technical terms used will be under-

stood by everyone on the site (including auditors, design engineers and
Senior managers).

Recognise when the group doesn’t know: The facilitator has to distinguish
between uncertainty (the group is not 100% sure, but sure enough to make
a viable decision) and ignorance (the group simply doesn't know enough
to make a viable decision).

Curtail atiempis to redesign the asset in RCM meetings: Attempts 10 re-
design the assetis the biggest single time waster in RCM review meetings.
The facilitator should simply note that redesign is compulsory/may be
desirable, and may jot down a suggestion if the answer seerns obvious. The
redesign process itself should be carried out elsewhere (This is not to say
that the RCM group cannot get involved in the redesign process - they
should it simply means that they shouldn’t do so in the RCM meeting.)

Complete the RCM Worksheets: Whether they are stored manually or
electronically, the RCM Information and Decision Worksheets should be
completed in a way which is clear and readable. Abbreviations should be
avoided, and they should contain a reasonable minimum of spelling mis-
takes and grammatical ervors.

Prepare an audil file: As discussed in Chapter 11, managers with overall
responsibility for each asset need to audit the analyses carried out by the
review groups. Before this can be done, the facilitator needs to prepare the
RCM Worksheets in a clear, coherentfashion. This usually entails binding
them into a formal document called the audit file. This file should also
contain enough background information -~ schematic drawings, known
faiture data, even photographs of the equipment - to enable the auditors to
do their job properly.

Enter RCM data into compuderised database: This is done either by atypist
or by the facilitator. Exactly who depends on the keyboard skills and com-
puter literacy of and the amount of time available 1o the facilitator. (The
data should only be entered directly into a computer during the meetings
i the facilitator can type at least as {fast as he or she can write, and if what
is being typed can be displayed in a way which can be read easily and im-
mediately by every group member. As discussed in Part 8 of this chapter,
the computer should never be used to “ask the questions™.)
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Conducting the Meetings
The following points deal with the way in whichthe facilitator interacts with
participants at meetings on a purely human level.

s Set the scene: At the first meeting of each group, the facilitator must
agree basic meeting norms with the group (issues such as use of names,
dress, punctuality, etc.) and ensure that every group member under-

stands the scope and objectives of the exercise and why he or she has

beenasked totake part. Atthe startof all subsequent meetings, the faci-

litator should briefly recap what has been done to date and provide a

brief agenda for this meeting. The facilitator should also ensure that the

group has enough materials (drafts of completed worksheets, etc) (o

enable them to keep track of the process.

How the facilitator conducts him or

&

The conduct of the facilitator:
herself in meetings has a profound effect on the way the other group
members behave. In particular, the facilitator should set a good exam-
ple by displaying a positive attitude to the process, take care to preserve
the dignity of group members and provide positive feedback in re-
sponse Lo positive contributions.

Ask the RCM questions in order: Once the meetings are under way, the
key role of the facilitator is to ask the questions rcquireq by the RCM
process. Itis essential toavoidany tendency to skip questions or to take
answers for granted. (In particular, take care notto ignore or overlook
questions designed to establish whether any task is worth doing.)

&

Ensure that each questionhas beencorrectlyunderstood: Inspite of the
fact that they should all have attended a basic RCM training course,
group members are not as familiar with the RCM process as the lilCll-lm
tator. As a result, they often misunderstand the questions, especially in
the early stages, and the facilitatormustbe alert to such misunderstand-
ings. Common ristakes were discussed in Chapter 11 part 2.

&

&

Encourage everyone to participate: Bveryone who has something to
contribute should do so. This entails encouraging reticent people to parti-
cipate, while ensuring that dominant personalities do not take over the
meetings to the exclusion of everyone else. Interest can be sustained
and participation encouraged by asking group members to do small tasks

between meetings such as clarifying technical points (perhaps by calling

a vendor, measuring a dimension, checking out a quality standard etc).
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* Answering the questions: Facilitators should avoid whe atofien becomes
aslmno temptation to answer the RCM questions dire ctly. However, it
s legitimate to clarify doubtful answers by further questioning.

@

Secure consensus: One of the most important functions of the facilitator
18 to ensure that the group reaches consensus. Consensus does not mean
that decisions are made by casting a vote. It also does not mean that
everyone mustagree completely with every decision. It does mean that
everyone is prepared to accept the majority view. (If a grou 1p simply can-
not reach consensus, the facilitator should ask someone whose expertise
is respected by all the group to counsel them further, and if NECessary
to make the final judgment.)

%

Motivate the group: As discussed above, one of the most i portant factors
which affects the attitude of the group is the attitude of the facilitator,
Other motivational issues which the facilitator may need to deal with
are waning enthusiasim, es peuailyifa large number of meetings is needed
toreview a big asset, and scepticism, where group members don’t believe
that their recommendations will be taken seriou sly by management.

@

Manage disruptions appropriate fy: All meetings (‘}CV:N'():MHV suffer
from disruptions. However in the case of ROM. the ¢ group s trying to do
a great deal of work which requires intense conc entration, 5o interrup-
tions can be especially unwelcome. Three areas that usually need special
care are digressions, personality clashes and grievances which are not
related to the RCM process,

fiss

» Coaclithe group or individual members: ometimes necessary for
the facilitator (o provide formal coaching to individuals or to the group
as a whole in some element of the RCM philosophy. However, coach-
ing is inefficient and time- -consuming, so it should not be seen as a
substitute for formal training in RCM.

Time Management

RCM is a resource intensive process - -sutficiently so for management at
all levels to be concerned about the amount of time and ¢ huz {1t takes to
complete each analysis. Both the resources required to apply RCM and
the duration of each project are profoundly affected by ihx pm ¢ at which
facilitators conduct meetings and the way they manage their time outside
meetings. As aresult, facilitators need o develo op their time management
skills every bit as much as their skills in ¢ any other aspect of RCM,
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Five overall }gey measures of time management
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effectiveness include:

Pace of working: A number of people are presentat each RCM meeting,
so the amount of time spent in these meetings has the greatest impact
on the total number of man-hours spent on the RCM process. Slow
progress at meetings also means that more meetings need to be held,
which could delay the project completion date. As a result, this is the
most important of the five measures of time effectiveness.

Total number of meetings held: The total number of meetings needed
to perform a complete analysis should be estimated as part of the RCM
project planning phase. A second measure of time effectiveness is to
compare the actual number of meetings held with this estimate. How-
ever, estimates can themselves be inaccurate, so itis usually acceptable
for a facilitator to complete any one anatysis within 20% of the esti-
mated numberof meetings (with due allowance for the learning process
in the case of new facilitators)

Actual completion date versus target completion date: The completion
date of each set of meetings should also be determined during the RUM
project planning phase. The facilitator should go to great lengths to
achieve this date. Completion of the meetings is usually delayed either
because the number of meetings required exceeds the estimate or because
meetings are not held as planned. If either of these problems occurs,
every effort should be made to recover lost ground, if necessary by
scheduling extra meetings

Time spent preparing for audit: As explained earlier, the facilitator
needs to prepare an RCM audit file after the meetings have been com-
pleted. Since recommendations cannot be implemented until they have
also been audited, this step should also be carried out as quickly as
possible. An experienced facilitator should be able to have an analysis
ready for final audit no more than two weeks after the last meeting of the
review group.

Time outside meetings. Facilitators are also scarce and expensive re-
sources, so they owe itto themselves and totheir employers to use theirown
time as effectively as possible. In the RCM context, this means that the
amount of time facilitators spend on administrative work outside meetings
should be about the same as the time spent in the meetings themselves.
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Administration, Logistics and Managing Upwards

1 ?ns partotthis chapterdeals with activities where the facilitator interacts
\%“'1ii'1 people (usually managers) who are not members of review groups
ihgﬁ;«: interactions imvolve making decisions, providing information or
getting work done,

Who actually does cach task may vary from place to
place. but regardless of who is supposed to do it the facilitator still plays
4 major part in ensuring that it actually gets done. As aresult, facilitators
tend to be judged on progress in these areas as much as in any other:

= Setup the RCM project as a whole: This consists of the following steps:
decide which assets (or which parts of which assers) are 1o iim
analysed using the RCM process | |
establish the objectives of each analysis.
their achievement is to be measured

-~ gstimate how many RCM meetings will be needed (© review each asset
- decide how the assets are to be divided among different review groups

- decide who will audit each 2 mnalysis.

These steps are usually carried out in close consultation wi 1 the ROUM
pr('};mt manager and the asset manager. 1f RCM is new to the business
unit, this phase also tends to be done with assistance from experienced
consultants (mqucialiy in estimating the numbers of

[

l

and agree when and how

meetings)

,,,,, - each of the following

must be p annui in ducui k
decide who is going to participate in cach review group

- arrange training in RCM for group members and auditors who have
not yet been trained

- decide when, where and at what time every

- decide when the analysis will be audited

- decide when to hold the top management presentation.

These steps are also usually carried out in consultation with the RCM

project manager and the asset manager.

meeting is to be held

N :
articipants and their bosses should receive

3
wxymu} notice of initial plans for fraining courses and me: etings, Any
subsequent revisions o these plans should also %“m communicated in
good time. Auditors need to be re mmdcd about forthcoming audits.
Once the meetings are under way, the RC M project ‘z‘\;«u'xguze} should
ensure that people actually &siuzd ;; med meetings. ,x‘nmu%z;zw N

€norms
should be clearly defined. well publicised and strictly adhered to.

{
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The meeting venue: An RCM meeting room should be big enough for
people to sit around a table without iouci'lmg each other, and it should
be reasonably close to the group members’ normal workplace. lt should
also be quiet, reasonably mdudud, well it and adequately ventilated,
It should not be interrupted by phone calls or pagers. A {lip chart or
white board are usually essential. Whether or not refreshments are
provided at meetings depends on organisational norms.

Communicate urgent findings: Appropriate managers should be told
before the audit about findings or recommendations that may be of
special interest to them, or which may need urgent attention (such as
serious safety or environment hazards.) This ensures that potentially
dangerous problems are dealt with quickly, and also helps to sustain the
interest of the people who are providing the resources for the project.

Communicate progress. Keep management informed about progress
against plan. Bring to their attention problems which you cannot solve
yourself and which are impeding or threaten to impede progress, such
as sustained absenteeism from meetings, seriously counterproductive
behaviour, excessive interruptions, etc.

Ensure that RCM worksheets are audited: The facilitator should usu-
ally attend audit meetings in person, Lo answer queries, nole corrections
and (if required) to provide guidance (o the auditors on the RCM process
(although the auditors must undergo formal training in RCM before
attempting Lo audit an RCM analysis). The facilitator must also ensure
that consensus is achieved between the auditors and the review group
during the audit process. This entails reporting audit findings back to
the group, and ensuring thatdifferences are resolved. Iinally, the facili-
tator must update the worksheets to incorporate the results ol the audit.

Top management presentation: A short, high-quality summary of at least
one major RCM
each business unit in which the process is applied. Itshould show how the
initial objectives of the analysis have been or will be achieved, and what
had to be done to achieve them.

Implementation: Ensuring that RCM decisions are implemented is usually
the overall responsibility of the asset manager, although the facilitator will
need to remain involved. The key elements of the implementation process
were discussed in Chapter 11,

analysis should be presented to the senior managers of
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* Aliving program: Aftercomple eting each analysis, the facilitator should

work with the RCM project manager and the asset managers 1o sel up

mcctin&zs toreappraise and where necessary update the ;zzaéims, These

meetings should be held at intervals of nine to twelve months, and ideal-

?_y $ muid be facilitated by the original facilitator. This issue i discussed
m more detail in Part 5 of this chapter

Who should facilitate

“acilitators should have a strong tec hnological background, should be
highly methodical and be natural consensus builders. T hey can work as
facilitators on a full-time or part-time basis, They should also have a
reasonable understanding of the process and of the technols ogy embodied
in the assets under review, but should 107 be experts on either subject.
This whole approach is based on the notion that the other group members
are the experts in these areas. (It may also explain why process experts
and line maintenance managers and supervisors should participate in the
process as group members, but should not do so as facilitators. )

The field in which a facilitator should of course be an expert is RCM,
which means that appropriate training will usually be required. In order
to secure the highest possible level of ‘ownership” of and long-term
commitment to the conclusions drawn during the process, the facilitator
should also be a full-time employee of the organisation which will be
operating and/or maintaining the asset in the long term. (This is one of
many reasons why it is strongly recommended that outsiders should not
be used as RCM facilitators.)

13.4 Implementation Strategies

Broadly speaking, the group a pproach to RCM d
applied in one of three ways, as follows:

cribed above can be

@ the task force approach
# the selective approach
* the comprehensive
Key aspects of each of these
paragraphs.

approach.

approaches are discussed in the following
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The Ta
Organisations which have assets or processes which are suffering from
intractable problems with serious consequences often adopt a “task force”
approach to RCM. This approach entails fraining a small group (the “task
force’) to carry out a comprehensive RUM analysis of the affected system.
Fach task force consists of members drawn from the same disciplines as
the groups described in Part 2 of this chapter. They often work full-time
on the review project until it is complete, and the group is then disbanded.

sk Force Approach

» The main advantages of this approach are that it is quick, because only
one or two groups have {o make their way up the RCM learning curve,
itis easy fo manage, because only a small number of people are involved,
and if it s successtul ~ which is usually the case — it can vield subsran-
tial returns (in terms of improved plant performance) for a relatively
small investment.

* The main disadvantages of this approach are that it does norhing 10
secure the long-tern involvement and commitiment of all the people in
the organisation to the results, so the results are much less likely 1o
endure, and because it is narrowly tocused, it does litile to foster best
practice across the entire organisation

The Selective Approach

In addition to acute problems which might lend themselves o the task
force approach, most organisations also have some assets which are more
susceptible than others to chronic problems which are difficultto identify.
These problems usually manifest themselves as downtime, poor product
quality, poor customer service or excessive maintenance costs. Other
arcas might be confronted with unacceptable safety or environmental
hazards which need to be tackled on a systematic basis.

Given hundreds if not thousands of items to choose from in a large
undertaking, it makes sense to start applying a technique with the power
of RCM in areas where the worst of these problems are encountered.
Once these have been dealt with, a decision Is taken as to whether RCM
ets with less serious problems, and so on.

will be used to analyse
The author has found that in most cases, the simplest, quickest and most
effective way to identify where physical assets are causing the most seri-

ous problems (especially in terms of Tailure consequences) is to ask their

users. This usually means production or operations managers at all levels.
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[ the worst problems are not immec liately obvious, or if it is not POS-
sible to achieve consensus about where (o start on an informal basis, then
itis sometimes necessary to decide on a more formal basis where RCM

should be applied. This can be done in th: € stages:

* identify ‘significant’ assets. These are assets which are most likely to
benefit from the RCM process.

» rank the assets which are significant in descendine order of importance.
¢ decide whether to use a ‘template” approach for very similar assets,
Significani assets

Anassetis judged to be signifi
which on its own:

antifitcould suffer from any failure mode

¢ could threaten safety or breach any known environmenial « standard

¢ would have siguificant economic conscqu@mrcf;.

ltems are also judged to be significant if the ey contain hidden functions

whose failures \wmde xpose the organisation to a multiple failure with sig-

nificant safety, environmental or operational consequences. O onversely,

for any item to be classified as non- significant, we must be sure that:

® none of its failure modes will affect safety or the environment

* none ol'its failure modes will have significant operational consequences

® itdoes notcontain a hidden function whose failure exposes the organi
sation to the risk of a significant multiple failure.

The process of identifying significant items is quick, approximate and

conservative. In other words, if it is not certain thai tany assetis not sigai-

ficantin the sense defined above, then it should be sub jectedtoatull ROM

review. Note that the assessment of significance can be done at any level,

on the understanding that this may not be the level at w hich the RCM ana-

lysis is eventually conducted.

When making decisions about significance. note also that the 1 2(’“&’1
Process is Jpphui o any asset in its operating context. This context |
function of the process or system of which the asset forms part, so any
asset should only be analysed in the context of a specific process or
system (such as a packing line, a rolling mill ora crane). The selection of
significant items should never be based on generic items or wmp{m S
(all pumps, all bearings, all relief valves), because these v ;
ily have to be taken out of context.

vould nec
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in the civil aviation industry, a surprisingly high percentage of items
can be classified as non-significant in the sense described above. How-
ever, for thirty years this industry has been designing aircraft specifically
to avoid or minimise the consequences of failure, so there is a very high
(but still not infallible) level of redundancy built into their assets.

Assets in other industries, however, tend to enjoy a much lower level
of redundancy, so arather higher proportion of items end up being classi-
fied as significant, especially if due consideration is given to failures that
could affect safety or the environment. This means that most organisa-
tions will still be confronted with a large number of items which should
be analysed. 1f the answer is not self-evident, the next question which
needs to be answered systematically becomes: “Where do we start?”

Ranking significant items in order of importance

A large number of techniques have been developed which attempt to pro-
vide a systematic, usually quantitative basis for deciding what assets are
likely to benefitmost from the application of analytical processes such as
RCM. Sometimes called “criticality assessments’, most of these tech-
nigues use some variation of a concept known as the ‘probability/risk
number’, or PRN

A PRN is derived by attaching a numerical value to the probability of
failure - or failure rate - of an asset (the higher the probability, the higher
the value), and another value to severity ol the consequences ofthe lailure
{again, the more serious the {ailure, the higher the value). The two numbers
are multiplied to give a third, which is the PRN. Assets with the highest
PRN’s are analysed first, then those withlower scores and so on until assets
are encountered where the likely return does not justily detailed analysis.

More sophisticated variations of this process build up composite PRN’s
by attaching different numerical weightings to different categories ol
failure consequences (typically, high for safety or environmental conse-
quences, intermediate for operational, and lower for direct repair costs).
If hard data about historical failure rates and costs are available, these
rapkings can be further refined using Pareto analysis.

Systematic rankings of this sort can be useful in helping to clarify and
build consensus about what assets really matter and about where large,
complex systerns are particularly vulnerable. However, the criteria and
the relative weightings used to assess severity and probability vary wide-
ly from company to company, so most criticality assessment processes

use scales and values which are unique to specific organisations,
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{\noiha/z wayimu?uwthe investment in RCM is to use the analysis of one
assetasa “template’ for another. For reasons which were stressed x'apc‘ -
edly throughout Chapters 2, 3, 4 and 5, this approach can only be applied
to assets oAi Dr Qwsms which are very ximim if not identical, and which
are operating in virtually the same context.

When this approach is adopted, an RCM ¢ group carries out a compre-
hensive, zero-based analysis of the first item or p process inaseries of very
simitar items or processes, and then uses this analysis as the basis for 1
ifsvxuv of the other items in the series. To do this, the group ask if the
functions and performance standards of each subsequ uent item differ in
any way from those listed on the worksheets for the zero-based iterm. The
differences (if any) are recorded on the worksheets for the second item,
and the analysts move on to compare the functional failures in the same
way, and so on until they have completed the entire analysis,

[f the items are technically virtually identical and the operating context
is very similar, this approach can save considerable amounts of “time and
,imz% because in most cases, a substantial proportion of the analysis
remains unchanged for the subsequent iterms, v

However, while itis technically y appealing, templating can also have quite
serious motivational drawbacks. This is because the operators and main-
tainers of the subsequent assets are asked to accept decisions made by
others, which naturally reduces their sense of ownership. In extreme um/;n
the latier people may even reject the initial an: ilysis out of hand hecmmé
“it was not invented here”. This phenomenon has led some organisations
not to use templating at all, but to start all analyses {rom a zero-base,

(Interestingly. this can lead to some quite different maintenance pro-
grams as different groups select different methods of dealing with the
same lailure. One way in which this can occur quite legitimately was ex-

plained in Figure 7.8 on page 154.)

Advantages and disadvantages of the selective approach
Typically, organisations whx«,i radopt the selective approach apply RCM
to between 7(}% and 40% of their assets.

¢ The main advantage of this approach is that the investment i isonly made
where i will yield quick and (usually) measurable retrns. §,:w,mi,1f»<;: ROM
is only applied o part of the facility, the overall project is less costly and
hence easier 10 manage than if an entire facilit v 15 analysed. V
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¢ The main disadvantage of this approach is that it places much greater
emphasis on the rechnical and operational performance of the equip-
ment than on the people on whom the equipment ultimately depends in
the long-term (the operators and maintainers).

The Comprehensive Approach

The third approach to the application of RCM places at least as much
emphasis on improving the knowledge and motivation of individuals and
on improving teamwork between the users and the maintainers of the
assets as it does on the performance of the assets themselves. Two ways
in which this is often done are:

¢ o analyse all the assets on the site in one short, intensive campaign. Cam-
paigns of this nature usually last from six to eighteen months on most
sites. Up to twenty or even more groups can be active at once, working
under the direction of anywhere from three or four to thirty or forty faci-
litators. As soon as a group completes the analysis of their asset or pro-
cess, anew group is activated. In this way, the entire campaign is finished
guickly and the organisation enjoys the benefits equally quickly. In fact
this is an excellent way to achieve massive and lasting step changes in
maintenance performance for companies that need to do so in a harry.
However, this approach is highly resource intensive, so it needs a
great deal of careful planning and management attention. It should not
really be considered if a number of other initiatives are to be undertaken
in parallel with RCM.

a second possibility is still toreview all the equipment on the site, but
to do so in stages. Perhaps four or five groups are activated at a time,
working under the direction of one or two facilitators. On this basis, it
could take five to ten years to analyse all the equipment on a large site
(three to four on a smaller one). The organisation still derives all the
benefits of RCM, butit takes much longerto do so. This approachis less
disruptive in the short term, but if expectations are not very carefully
managed, it could be seen to be ‘dragging on forever’, and hence could
become demotivating. On the other hand, it means that RCM can be
applied in parallel with other initiatives and vice versa.

&

Since the people who could benefit from this approach often substantially
outnumber the assets, it 1s usually necessary to analyse most if not all of
the assets so that everyone can take pari in the process.
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£

‘The main disadvantages of this approach are that it is slower, because
more people have to become familiar with the RCM methodology, and
s more difficult to manage, because many more people are involved.

&

The main advantage is that it secures much more broadly-based long-
termownership of maintenance problems and their solutions. Thisnot
only improves individual motivation and teamwork. but it also ensures
that the results of the exercise are Jarmore likely 10 endure. (Best D
tice becomes “part of the way we do things around here™)

rac-

Deciding which approach to use

IFitis to be applied correctly, RCM requires a substa mmlm;mmismm of
resources. If the comprehensive approach described above i applied, it
nc%eds the whole-hearted involvement anc dcooperation of idme numbers
of people. As aresult, itis wise to decide in stages which :;apw'(\,;;mia should
be used. |

Since managers have to commit the resources (o ROM, it makes sense
to start by giving them the opportunity to learn what RC W s all about, to
assess for themselves what resources are required (o apply
for themselves what potential benetits it offers in thei irareas oi respon-
sibility. The best way to do this is usually to arrange for them 1o attend an
introductory training course.

nd to judge

‘ [fthe response is favourable, the next step s to run one or two pilot pro-
jects. These enable the organisation to gain first-hand experience of the
dynamics of the whole RCM process, what it achicves. and w hat resource
commitiments are needed (o achieve it.

However, before undertaking any pilot project, it is essential to assess
the resources required to do it relative to the i kely benefits, and 1o plan
the project as thoroughly as possible, This should be done | i close con-
sultation with the managers of the area where o pilot project is likely to
be undertaken, and entails the following steps:

* confirm the scope of the project and define the obj jectives (now state
desired end state)

and

¢ estimate time needed to review equ ipment in cach areq
* identify project manager and facilitator(s)

* identify participants (by title and by name)

° plan training for participants and facilitators

¢ plan date, time and location of each meeting.
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When the pilot project(s) are complete, the participants are in a position
to evaluate the results for themselves and to decide whether, where, and
how quickly RCM should be applied to the remaining assets in the organi-
sation. Chapter 14 explains that RCM yields substantial returns, but that
the nature of these returns varies widely {rom one organisation to another,
As aresult, the best time to decide which approach to adopt is after a small
number of pilot projects have been completed and the organisationis able
to judge for itself what returns RCM offers in relation to what inputs.

13.5 RCM in Perpetuity

The application ol RCM leads to a much more precise understanding of
the Tunctions of the assets which have been reviewed, and a much more
scientific view of what must be done to cause them to continue to fulfil
their intended functions. However, the analysis will not be perfect - and
never will be perfect - for two reasons:

¢ the evolution of a maintenance policy is inherently imprecise. Numer-
ous decisions have to be made on the basis of incomplete or non-existent

hard data, especially about the relationships between age and failure.
Other decisions have to be made about the likelithood and the consequen-
ces of failure modes which haven'thappened yet, and which may never
happen. In an environment like this, it is inevitable that some failure
modes and effects will be overlooked completely, while some failure
consequences and task frequencies will be assessed incorrectly.

» the assets and the processes of which they form part will be changing
continuously. Thismeans thateven parts of the analysiswhichare com-
pletely valid today may become invalid tomorrow.

The people involved in the process will also change. This is partly because

the perspectives and priorities of those who take partin the original analysis

inevitably change with time, and partly because people simply forget
things. In other cases, people leave and their places are taken by others
who need to learn why things are as they are. All these factors mean that
the validity of the RUM database and people’s attitudes towards it will in-
evitably deteriorate if' no attempt is made to prevent this from happening.

One way to do this is to use the RCM process to analyse all significant
unanticipated failure modes which occur after the initial analysis has
been completed. This can be done by convening an ad-hoc group which
uses RCM to determine the most effective way of dealing with the failure.
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The resuits of their deliberations should be woven into the RCM database
for the zzi"fﬂcmd asset. The ad-hoc group itself should include as many as
possible of the people who carried out the original analysis.

Asecond —and much surer — way to ensure that RCM databases remain
current in perpetuity is to ask the original groups (o review the database
for *their” asset on a formal basis once every nine o twelve months. Such
a review meeting need not last for more than one afternoon. Specific
questions which should be considere

d include the following:

» has the operating context of the equipment changed
of the decisions made during the initial analysis”

enough to change any
: : T (BExamples include a
change {rom single shift operation to double-shifting. or vice-versa.)

2

have any performance expectations changed enough to necessitate revi-
sions to the performance standards recorded on the RCM worksheets?

@

since the previous meeting, have any fuilure modes occurrec twhich should
be recorded on the Information Worksheets?

@

should anything be added to or changed in the descriptions of /a;/;z; ¢
“ o o,

effects? (This applies especially to the evidence of failure and estimate

of downtime.)

%

has anything happened to cause anyone (o believe that Jailure consequen-
ces should be assessed differently? (Possibilities here include changes
to environmental regulations, and ¢ hanged perceptions about ace epi-
able levels of risk.)

@

is there any reason 1o believe that any of the rasks selected ini tially is
not in lact technically feasible or worth doing?

@

hasanyevidencee 1’;1ex'gefi whichsuggests that the frequency of any task
should be changed?

&

has anyone become aware of a j)/'(?(!(’if\‘(” technique which could be
supumr toone ol those selected previously? (In most cases, ‘superior’
means ‘more cost effective’, but it could also mean tec hnically superior)

® is there any reason to suggest that a task or tasks should be done by
someone other than the person selected originallv? '

s has the asset been ;/;'mdz_f/‘z'edma way which adds or subtracts any func-
tions or failure modes, or which changes the technical feasibility of a ny
tasks? (Special attention should be paid to control systems and protec-
tive sysiems.)
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If such reviews are carried out regularly, they only take a small fraction
of the iime needed to set up the database to begin with, but they ensure that
the organisation continues to enjoy the benelits of the original exercise in
perpetuity. These benefits are discussed in more detail in Chapter 14,

13.6 How RCM Should Not be Applied

Ifit is applied correctly, RCM yields results very quickly. i-iowevefi not
every application of RUM yields its full potential. Some even achieve
little or nothing. In the author's experience, some of the main reasons why
this happens are technical in nature, but the majority are organisational.
The most common are discussed in the following paragraphs.

The analysis is performed at too low a level.

The problems which arise if an RCM analysis 1s performed at too low a
level were listed in detail Part 7 of Chapter 4. Mostimportant among these
are that the analysis takes far longer than it should, it results in a massive
increase in paperwork and the quality of the decisions deteriorates. As a
result, people start finding the process tedious and lose interest, it costs
much more than it should and 1t does not achieve as much as it could.

Too hurried or tov superficial an application.

This is usually the result of insufficient training, or too heavy an emotional
investment in the status quo on the part of key participants. ltoften results
in a set of tasks which are almost the same as they were to begin with.

Too much emphasis on jailure data

There is often a tendency to over-emphasise the importance of data such
as MTBEF's and MTTRs. This issue is discussed at length in Chapter 12,

Such data are nearly always over-emphasised at the expense of propcrly‘
defined and quantified performance standards, the thorough evaluation ot
failure consequences and the correct use of data such as P-I° intervals.

Asking a single individual fo apply the process

One of the least effective ways to apply RCM is to ask a single individual
to apply the process on his or her own. In fact, no matter how much effort
asingle individual applies to the development of a maintenance program
{(whether using RCM or any other technique) the resulting schedules
nearly always die when they reach the shop floor, for two main reasons:
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* technical validity: no one individual can possibly h;ﬁ‘wc an adequate
understanding of the functions, the failure modes and effects and the
failure consequences of the assets for which his or her programis being
developed. This leads to programs which are 1 usually generic in nature,
so people who are supposed to do them often see them as being incorrect
it not totally irrelevant

&

ownership: people on the sh 10p Hoor (supervisors and craftsmen) tend
to view the schedules as unwelcome paperwork which appears from
some ivory tower and disappears after itissigned off. Many of them learn
that it is more comfortable just to sign off the schedules and sead themn
back than it is to attempt to do them. (This leads to inflated schedule com-
pletion rates which at least keeps the planners happy.) The main reason
for the lack of interest is undoubiec Ily sheer lack of ownership,

‘The only way around hc problems of technical invalidity and lack of
ownership is to involve shop floor people directly in the maintenance
strategy formulation process as discussed earlier in this chapter.

Done correctly, this not only produces schedules with a much higher
degree of technical validity than anything that has gone before, but it also
produces an exceptionally high level of ownershi up of the final results.

Using the maintenance depariment on its own 1o apply RCM

Inmany organisations, an almostimpenetrable divide still exists between
the maintenance and production functions. This often leads the mainte-
nance people in such organisations 1o try to apply RCM on their own,
[n fact, as Chapter 2 made clear, maintenance is all about ensuring that
assets continue to function to standards of performance required by their
users. We have seen that the “users” are nearly always production or oper-
ations people. If these people are notclosely mvolved in helping to define
functions and performance standards, two problems usually arise:

¢ the maintenance people do it for them. In the author's experience, this
nearly always leads to large numbers of inaccurate function statements
and performance standards, and consequently (o distorted or inappro-
priate programs designed to preserve those functions

» there is little or no *buy-in’ to the maintenance program on the part of
the users, who after all are the *customers” of the maintenance Service.
Thisinturn means that users understand less ¢ learly why itis intheirown
interests (o release machines for essential maintenance. and also why
operators need to be asked to carry out certain maintenance tasks,
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I addition to defining what they want the asset to do, users also have a vital
contribution to make to the rest of the strategy formulation process. As
explained in part | of this chapter, by participating in the FMEA, they
learn a great deal about fatlure modes caused by human error, and hence
what they must do to stop breaking their machines. They also play a ke
role in evaluating failure consequences, and they have invaluable per-
sonal experience of many of the most common warnings of failure. All
this is tost if they do not participate in the process.

In short, from a purely technical point of view, it is rapidly becoming
apparent that it is virtually impossible to set up a viable, lasting mainte-
nance program in most industrial undertakings without involving the
users of the assets. (This focus on the user —or customer — s of course the
essence of TOM.) If their involvement can be sccured at all stages in the
process, that notorious barrier rapidly starts to disappear and the two
func-tions start to work, often-for the first time ever, as a genuine team.
Asking manufacturers or equipment vendors to apply RCM on their own
A universal feature of traditional asset procurement is the insistence that
the equipment manufacturer should provide a maintenance program as
part of the supply contract for new equipment. Apart from anything else,
this implies that manufacturers know everything that needs to be known
to draw up suitable maintenance programs.

in fact, as explained on Page 78, equipment manufacturers usually
possess surprisingly little of theinformationneededto draw up truly context-
specific maintenance programs. They also have other agendas when speci-
fying such programs (not least of which is to sell spares). What is more,

they are either committing the users' resources to doing the maintenance
(in which case they don't have to pay for it, so they have little interest in
minimizing it) or they may even be bidding to do the maintenance them-
selves (in which case they may be keen to do as much as possible).

This combination of extraneous commercial agendas and ignorance
about the operating context means that maintenance programs specified
by manufacturers often embody a high level of over-maintenance (some-
times ladicrously so) coupled with massive over-provisioning of spares.

Most maintenance professionals are aware of this problem. However,
despite this awareness, mostof us still persist in demanding that manufac-
turers provide these programs, and then accept that they must be followed
in order for warranties to remain valid (and so bind ourselves contractu-
ally to doing the work, at least for the duration of the warranty period).
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None of this is meant to suggest that manufacturers mis Head us deliber-

ately when they put together their recomme udatm 1s. m fact, they usually

do their best in the context of their own business o ives ;:11‘;x:iuwiih ih:'f

information at their disposal. If anyone s at fault, itis really us — the users

— for making unreasonable rec quests of organisations which are not in the
best position to fulfil them.

A small but growing number of users solve this problem by adopting
acompletely different approach to the de velopment of z‘minm;’azmw ;mi
grams for new assets, by mvolving the manufacturers’ field technicians
n a user-driven RCM analysis, as discussed on page 78,

In I%'}is way, the user gains access to the most usefyl information that the
manufacturer can provide, while still dmdopuw 4 maintenance g
directly suited to the context in which the ec quipment will actually M used.
‘The manufactirer may lose a littde in up-front sales of ¢ spares &md 1 mainte-
nance, but will definitely gain all the long-term benefits associated with im-
proved equipment performance, lower through-life costs and a much better
understanding of the real needs of his customer. A ¢

HORram

lassic win-win situation,

Using outsiders to apply RCM
it 18 wise to steer clear of the temptation to use third parties to formulate
maintenance strategies. [n this context, they suffer from most of the short-
comings which apply to single individuals, maintenance departments on
their own and manufacturers/equipment vendors as discussed above. In
addition, most outsiders know little about the dynamics of the organisa-
tion for which the schedules are being written, xud 145 the opmm;u con-
text of each asset, the risks which the organisation is prepared to tolerate
and the skills of the operators and maintainers of H ¢ assets. This often
results in generic analyses which contain many more assumptions than if the
analysis is facilitated by informed insiders. What is more, after the initial
analyses have been completed, outsiders more often than not move on to
other organisations. Afier they have gone, there is ofien no-one left with a
sulficiently strong sense of ownership of the analyses and their outcomes
toensure thatthey stay alive in the sense discussed iy 1part 5 ol this chapter.
Finally, the fact that most oui tisiders are usually working under contract
ntroduces commercial constraints which can distort the RC M process if
they are not managed very carefi ully indeed. In particular, the need to finish
contracts on time and on budget creates additional time pressures that can
cause too many decisions to be taken too quick ly. The
ting consequences years, even decades,

se could have devasta-

after the contracts are complete.
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On the other hand, if RCM i applied by properly trained insiders, their

own jobs—indeed, their own lives - oftenquite literally depend on the long-
ferm validity of each analysis. As aresult, they will naturally be more inclined
(and less constrained) to take whatever extra time is needed to ensure that
all reasonably foreseeable risks are dealt with appropriately.
Using compuiers to drive the process.
Chapter 10 mentioned that computerised databases should be used to store
and sort the information generated by the RCM process. However, as
with so much in the world of information technology, it is easy {o suc-
cumb to the temptation to go beyond what computers should be used for,
and to focus on their apparently “nice (0 have’ uscs.
For instance, it is templing to computerise RCM algorithms such as the main
decision diagram on pages 200 and 201. This is often done by rreat'ng ascreen
which asks (say) question H, and setting up the system se that a ‘no’ answer
brings up a screen which asks question H1 while a 'yes’ answer leads to one

which asks question S, and so on. This is done in the utterly mistaken belief that
a succession of screens will somehow speed up or ‘streamline’ the process. In
fact, there is simply no way that referring to a succession of twelve to twenty

screens is quicker than reading a single sheet of paper, so using a computer in
this fashion actually slows the process down.

Using a computer inappropriately to drive the process can also have a
strong negative influence on perceptions of RCM. Too much emphasis
on a computer means that RCM starts being seen as a mechanistic exer-
cise in populating a database, rather than exploring the real needs of the
assetunder review. For this reason the authoragrees with Smith'”* when
he \dV\ that there is no “software code to do the engineering thinking for
us”, and that the computer “doesn't replace the need for solid engineering
know-how and judgement”. In short, RCM is thoughtware, not software.

Conclusion

These comments suggest that the surest way to achieve most it notall of

the positive benefits of RUM is to apply the process at the right level, and
to do so on a formal basis using groups of properly trained people who
represent the operations and maintenance functions, and who have an
mtimate first-hand knowledge of the equipment under review.
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13.7 Building Skills in RCM

RCM provides a common framework which enables people from diverse
backgrounds to achieve consensus about a wide range ot highly technical
issues. However, this process itself embodies many u:mc;:;“als: which are
new to most people. They need to learn what these are and how they fit
together before they can use the process successtully. (Some people who
have been steeped in traditional approaches to maintenance also need 0]
unlearn a great deal.)
The best way 1o ensure that la & acquire the rele-
vant skills guickly is to provide suitable raining. The most appropriate
mix of courses for people at different levels is as follows:

e numbers of peog

8t
Su

* maintainers and operators: a course in the basic principles of ROM.
Sucha course should incorporate a variet y ofcase studies and practical
exercises which enable delegates to gain an appreciation of how the

theory works in practice.

@

/?'3((;”[{')?({/?("(’ Uanagers, é”fl“”/}ii’ IS, Oper ations managers, SHPEPY 1S0rs
and senior technicians: a course which covers the same e ground as the
course tor craftsmen and operators. but which also ¢
be done to manage the implementation of RCM,

explaing what must

@

Jacilitators: facilitators should be introduced to RCM on an introduc-
tory course such as the one described above, and then undergo at least
ten more days ol intensive formal training before startin gto work with
groups. Thereafter, most facilitators require further mentoring from a
skilled RCM practitioner for a pmmd of az‘cw months after their formal
training program, before they become full y competent in all 45 of the
key skill areas listed in part 3 of this chapter.

(Fora description of a comprehensive array of training and other support
services which meet all the above requirements, see the worldwide web-
site http://www.aladon.co.uk).



14 What RCM Achieves

14.1 Measuring Maintenance Performance

As discussed at length in Chapter 11, the application of RCM results in
three tangible outcomes, as follows:

« maintenance schedules to be done by the maintenance department
« revised operating procedures for the operators of the asset

« alist of areas where once-off changes must be made to the design of the
asset or the way in which it is operated, in order to deal with situations
where the asset cannot deliver the desired performance in its current
configuration,

Two other less tangible outcomes which were mentioned in Chapter 13

are that participants in the process learn a great deal about how the asset

works, and also tend to function better as teams.

Achieving all these outcomes requires a great deal of time and effor_t,
especially if RCM is applied as described in Chapter 13. However, if
RCM is applied correctly, it yields returns which far outweigh the costs
involved. Most applications pay for themselves in a matter of months,
although some have paid for themselves in two weeks or less. The wide
variety of ways in which RCM pays for itself are discussed at lepgth in
part 4 of this chapter. In order to place this discussion in perspective, we
first need to considerdifferent ways in whichiitis possible to measure the
performance of the maintenance function. _

Maintenance performance can be considered from two quite distinct
viewpoints. The first focuses on how well maintenance ensures that assets
continue to do what their users want them to do. This is usually referred
to as maintenance effectiveness, and it is likely to be of most interest to
the users or ‘customers’ of the maintenance service. The second viewpoint
concentrates on how well maintenance resources are being used. This is
referred to as maintenance efficiency. It is usually of more interest to
managers whoaredirectly responsible formaintenance. These twoissues
are considered separately in the next two sections of this chapter.
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14.2 Maintenance Effectiveness

Chapters 1 and 2 emphasised that the objective of maintenance is to en-
sure that any physical asset continues to fulfil its intended functions to the
standards of performance desired by the user. As aresult, any assessment
ofhow well maintenance isachievingits objectives mustentail an assess-
ment of how well the assets are continuing to fulfil their functions to the
desired standard. This is influenced in turn by three issues:

* ‘continuity’ can be measured in several different ways

» users have different expectations of different functions

« individual assets can have more than one and often several functions,

as explained in Chapter 2.
These issues are considered in more detail in the following paragraphs.

Different Ways of Measuring Maintenance Effectiveness

The primary function of any highly mechanised and fully loaded manu-
facturing facility is to produce at least as many units of saleable product
asitwasexpected to produce when it was built. ( ‘Fully loaded’ means that
it is operating seven days per week/24 hours per day and that there is a
ready market for every unit which the facility can produce.) In this con-
text, any failure which reduces output results in lost sales.

Incaseslike these, the simplestoverall measure of the operational per-
formance of the facility as a whole is total output per period.

If the facility is not producing what the users — usually the owners - feel
it should be producing on a regular basis, they will not be satisfied until the
situation is put right. Atleastuntil then, the users will be inclined to judge
effectiveness in terims of total output against targets. This should be recog-
nised when setting up any system for tracking maintenance effectiveness

Allis notnecessarily well if overall outputis ontarget. A facility which
is producing the right number of units could still be experiencing prob-
lems which affect safety, product quality, operating costs, environmental
integrity, customer service, and so on, so these also need to be measured
and dealt with appropriately.

There are a great many ways in which we can measure how effectively
an asset is fulfilling its functions. Five of the most common are as follows:

* how often it fails. This is the most widely understood meaning of the
term ‘reliability’. Itis usually measured by ‘mean time between failures’
or ‘failure rate’.



294 Reliability-centred Maintenance

* how long it lasts. This is usually thought of as its “life’ or its ‘lifespan’,
atthe end of which the item under consideration fails and is eitherrebuilt
ordiscarded and replaced with anew one. Strictly speaking, this phenom-
enon should be described as ‘durability’.

o how long it is out of service when it does fail. This is usually referred
to as ‘downtime’ or ‘unavailability’, and measures how much of the
time the item is incapable of fulfilling a stated function to the satisfac-
tion of the user, in relation to the amount of time the user would like it
tobecapable of doing so. Unavailability (orthe converse, avail-ability)
is usually expressed as a percentage.

how likelyit is to fail in the next period assuming that it has survived to
the beginning of that period. We have seen that this is the conditional
probability of failure. This could perhaps be described as a measure of
‘dependability’, if only to distinguish it from the other three variables.
One common variation of this measure is the ‘B 10 life’. Chapter 12
explained that this is usually measured from the moment the item isput
into service, and is the period before which not more than 10% of the
items can be expected to fail. (In other words, the conditional probabil-
ity of failure in the stated period is 10%.)

efficiency.Incommonbusiness usage, the termefficiency actually hastwo
quite distinct meanings. The first measures output relative to input, while
the second measures how well something is performing against how
well it should be performing.

Forinstance, ina power station, energy efficiency measurestheamountofenergy
exported in relation to the amount of energy released by the fuel. Depending on
the technology used (coal, gas, combined cycle, efc), this usually ranges from
about 35% to about 58%. However, if a station which should average 40% energy
efficiency is only averaging 38%, it will be exporting 95% of the energy which
it should be exporting. In the context of this book, the first (40%) measure is a
functional performance standard. As explainedin Chapter3, thisisusedtojudge
whether the item has failed. The second (95%) measure is used to judge the
effectivenesswith which the organisationis achieving the desired performance
on an on-going basis.

‘Efficiency’ also referstopace of working, and alsodoes sointwo ways—how
fast an asset should work relative to the pace at which it could work (desired
performance versus initial capability), and how fast it actually works relative
tothe paceatwhichitshould work (actualperformanceversus desired perform-
ance). We have seen that desired performance must be less than initial capa-
bility because allowance must be made for deterioration. So in the context of
thischapter, efficiency comparesthepace at whichanassetactually works with
the pace at which it should work, not with the pace at which it could work.
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‘Efficiency’-type measurements can also apply in a slightly different fashion
to the consumption of maintenance consumables (such as lubricating oil and
hydraulic oil) and process consumables (such as solvents and reagents used
inchemical plants and in the extraction of minerals).

All five of these measures are valid. [t is simply a matter of deciding which
is the most appropriate in the context under consideration.

For example, if a turbo-generator set has the lowest energy costs per unit of
output among all those used by an electric utility, it is likely that its users would
wantit to generate (base load) power foras much of the time as possible. In terms
of this function, the most appropriate measure of maintenance effectiveness is
availability. (The operators may occasionally choosetorunthe setatless thanfull
load. They may even choose to shutit down completely from time to time for purely
operational reasons. Slowdowns or shutdowns of this nature affect the utilisation
of the asset as opposed toits availability. In essence, availability measures what
percentage of time the machine is available to fulfil its primary performance re-
quirement, while utilisation measures how much it actually fulfils it.)

Ontheotherhand, the generator set mightonly be used periodically to satisfy
peakdemandsforpower (peakloads). Inthis case, the primaryconcem of the users
will be that the generator comes on stream as soon as itis required, so a primary
measure of effectiveness will be how often it does so (or conversely, how often
it fails to do so, expressed by a failure rate).

When measuringsafety , performance is usually measured in terms of number
of days or number of manhours worked between lost time incidents (or fatalities).
This is aform of ‘mean time between failures’. Similar measures are used for en-
vironmental incidents.

On the product quality front, a scrap rate of (say) 4% canbe seenas a measure
of unavailability, in the sense that while a machine is producing scrap, it is not
‘available’ toproducefirst grade product. (A scrap rate of 4% corresponds to a yield
of 96%). Scrap rates can also be expressed as (say) 20 parts per million, which
isanotherway ofexpressinga failurerate. Both are validmeasures of maintenance
effectiveness, especially in highly mechanised or automated processes.

Different Expectations

Every function has associated with it a unique set of continuity (reliability
and/or durability and/or availability and/or dependability) expectations.

Forinstance, two of the functions associated with the bodywork of a car are ‘to
isolate the occupants of the carfrom the elements’ and‘tolook acceptable’. Most
carowners expect the bodywork to be able tofulfilthe first function throughout the
expected life of the car (unless the caris a convertible or unless they open a door
ora window). On the other hand, everyone knows that cars get dirty —and hence
start 'to look unacceptable’ — in the space of a few days or weeks. Soin the first
case we have a continuity expectation which might be measured in hundreds of
thousands of kilometres or decades, while in the second case, the continuity ex-
pectation is measured in hundreds of kilometres or days.
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This issue is complicated by the fact that the loss of nearly every function
can be caused by more than one — sometimes dozens - of failure modes.
Each failure modehasassociated with it a specific failurerate (or MTBF),
and each will take the function out of service for an amount of time which
is specific to that failure mode. As a result, the continuity characteristics
of any function will actually be a composite of the continuity character-
istics of all the failure modes which could cause the loss of that function.
Forinstance, take the function ‘to look acceptable’ which was mentioned above.
In addition to the accumulation of dirt, this function could be lost due to rust or
corrosion, fading of the paintwork, external damage (sideswipedin a parking lot)
and vandalism, among others. It should also be apparent that some of these
failure modes have little or nothing to do with maintenance. Forinstance, external
damage is mainly a function of how this car — or the other vehicle involved - is
operated, although design may play a small part by adding rubbing strips to re-
duce damage and/orby makingiteasierandcheapertoreplacedamaged panels.
The probability of vandalismis also a function of where the caris used (the opera-
ting context), soitis almost completely beyond the control of the designer and the
maintainer. The rate of accumulation of dirtis a function of where and when a car
is used (road conditions and climatic conditions), and it is managed by a suitable
maintenance program (washing the car). Corrosion and fading of paintwork can
be influenced substantially at the design stage (although yet again the operating
context - climatic conditions and the provision of shelter — and to some extent
maintenance activities — polishing and chassis washing — can play a partin mod-
erating the severity and frequency of these failures).

This example leads to two important conclusions, as follows:

* we need a thorough understanding of all the failure modes which are
likely to cause each loss of function in order to be able todesign, operate
and maintain an asset in such a way that the effectiveness expectations
which we have of each function will be achieved

« it is unreasonable to hold the maintainer of an asset alone accountable
for the achievement of any continuity (reliability/availability/durabil-
ity/dependability)targetsforany asset or any function of any asset. The
achievement of these targets is also a function of how it is designed,
built and operated. Accountability for achieving the associated targets
should be divided jointly between the people responsibleforallofthese
functions. (In other words, ‘maintenance’ effectiveness as it is being
defined in this chapter is not only a measure of the effectiveness of the
maintenance department. [t measures how effectively everyone associ-
ated with the asset is playing their part in doing whatever is necessary
to ensure that it continues to do what its users want it to do.)

i
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Different Functions

Perhaps the most important point about measuring the effectiveness of
maintenance activities is the fact that every asset has more than one and
sometimes dozens of functions. As explained above, a unique set of con-
tinuity expectations is associated with each function. This means that if
anassethasten functions, then the effectiveness with which the asset is being
maintained can be measured in (at least) ten different ways.

Forinstance, letus consider how maintenance effectiveness might be measured
by the owner of a typical suburban gas station. For the purpose of this example,
the ‘asset’ is a storage and pumping system used for gasoline. In this system,
unleaded gasoline is stored in an underground tank with a capacity of 50 000
litres. It is periodically filled by a road tanker to a level of 48 000 litres. An upper
level switch in the tank switches on a local warning light if the tank has been filled
to a level of 48 500 litres, and another switches on another warning light in the
main office if the level drops to 5000 litres. A low level alarm sounds in the office
if the tank level drops to 2 000litres, and a local ultimate high level alarm sounds if
the tank level reaches 49 000 litres. The tank is double skinned to ensure that
gasoline is contained in the event of a leak in the inner skin. A level indicator
indicates the fuel level in the tank.

The tank supplies gasoline to five pumps. Each pump is switched on and off
by pressing and releasing a handle in the nozzle. The nozzle also incorporates
a pressure switch which trips the pump when the vehicle fuel tank is filled to the
tip of the nozzle. A flow meter measures the amount of fuel delivered each time
the pump is activated and displays the volume and value of the fuel delivered to
the customer. This meter is zeroed each time the nozzle is returned to its cradle.

(This system embodies additional secondary functions which deal with access
onto and into the tank, drains, venting, valving, ease of use by a customer, other
protection, appearance and so on. These would also be listed in a real-life situa-
tion. However, for the purpose of this example, we only consider the functions
described above.) On this basis, a list of functions might read as follows:

* to pump between 25 and 40 litres/minute of gasoline to the vehicle

* to indicate volume and value of fuel delivered to customer to within 0.03% of
actual volume/value

e to shut off pump when required by customer or when customer's fuel tank is full.

« to contain the gasoline

* to store between 2 000 and 48 000 litres of gasoline

* to switch on a warning light in main office if the tank level drops to 5 000 litres

* to switch on a local warning light if the tank level reaches 48 500 litres

* to sound an alarm in main office if the tank level drops below 2 000 litres

* to sound an alarm if the tank level reaches 49 000 litres

* to contain the contents of the tank in the event of a leak

* to indicate the level of fuel in the tank to within 0.05% of the actual level

When assessing the maintenance effectiveness of this system, the owner of the

gas station willhave differentcriteriaforeach of the above functions. Forinstance:
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¢ Function 1: to pump between 25 and 40 litres/minute of gasoline to the vehicle.
Thisfunctioncanfailinthree ways with three quite different sets ofconsequences,
so each functional failure needs to be considered on its own merits, as follows:

- Functional failure A: fails to pump at all: Obviously, if a pump isn’t working, it
cannotbe used to pump gasoline. However, there are five pumps in the station
so the level of availability required depends on the pattern of demand. For
example, the station owner may tell us that he “hardly ever” has all five pumps
in use at once - so seldom that we canignore the possibility. He might also tell
us that four pumps tend to be in use simultaneously for a total of not more than
one hour a day, and then never for more than about ten minutes at a time. If
eachpumphas an average availability of 95%, two pumps will be out of service
simultaneously for no more than 2% of the time. In other words, four pumps
would be available 98% of the time, while there is a demand for four pumps 4%
of the time. Under these circumstances, only a tiny fraction of customers would
need to wait for gasoline, and then not for very long. This might tempt the owner
toacceptanavailability of 95%. (If heregularly had five or more customers want-
ing to buy gas at the same time, he would expect a much higher availability.
But it may cost him somewhat more to achieve it, especially if he has to pay a
premium for rapid response when calling out technicians to deal with failures.)

Functional failure B: pumps less than 25 litres/minute: Someregularcustomers
might find slow pumps sufficiently irritating to take their business elsewhere,
especially if there are faster alternatives nearby. Consequently, the owner is
likely to want any of his pumps which wasn'’t failed completely to pump at the
required rate “all the time —or at least, as close to all the time as you can make
it”. This might turn out to mean (say) 99.8% of the time that the pump is not
otherwise out of action — another form of ‘availability’.

Functional failure C: pumps more than 40 litres/minute: If the pump pumps too
fast, it is likely to generate sufficient back pressure to keep tripping the ‘tank
full pressure sensingmechanismin the nozzle. Customers would have to learn
to throttle back the filling rate by not depressing the handle so much, which
many regulars mightalso findirritating enough to cause themto take their busi-
nesselsewhere. As aresult, the owneris likely tosay that he wouldn’t want this
failed state to occur “too often”. He might then quantify this expectation as a
failure rate - say not more than once in fifty years on any one pump.

* Function 2: to indicate volume and value of fuel delivered to customer to within
0.03% of actual volume/value. This function can fail in two ways, as follows:

- Functional failure A: indicates thatmore than 0.03% less fuel has been delivered
than actual: If this happens, the station owner appears to be selling less fuel
than he is actually selling, so he loses money. The failure becomes apparent
after a while, because the ratio of fuel sold to fuel received will start to decline.
Nevertheless, the owner would probably still seek a low failure rate — say not
more than onein 1 000 years on any one pump. (If theindicatorfails completely,
it shows that nothing has been delivered. If this happens, one lucky customer
might get a free tank of fuel, then the station manager would shut down the
affected pump until the problem is rectified.)

wwwempediaeir

oo doliate

What RCM Achieves 299

- Functionalfailure B:indicates that more than 0.03% morefuel has been delivered
than actual: Ifthis happens anditcomes to the attention of either the customers
or the trading standards authorities (probably both), the station owner would be
inserious trouble. Many of his customers would regard him as a crook and take
theirbusiness elsewhere. The authorities would probably fine himand, depending
onthe severity of the discrepancy, might even revoke his license to trade (thus
putting him out of business). Whatever else happens, his standingin the com-
munity would take a beating. The severity of these consequences would lead
him to seek a very low failure rate—say once in 50 000 years on any one pump.
(Whether this is achievable or not is another issue entirely.)

Function 3: to shut off pump when required by customer or when customer’s fuel
tank is full. This function can also fail in three ways, as follows:

- Functional failure A: fails to shut off when required by the customer: If the pump
carries on pumpingafterthe customerreleases the handle, the back pressure
sensor should shut it off when the tank is full. As a result, the customer will end
up with much more gas in the tank than he or she wanted. This would almost
certainly lead to a row about how much should be paid for and possible loss
of acustomer. Asaresult, the station owner would probably require a fairly low
failure rate — say once in 1 000 years on any one pump.

Functionalfailure B: fails to shut off when tank is full: Many customers rely on
the sensorto tell them when the tank is full. If it fails to do so, the pump should
shut off when the customer releases the handle. However, it is likely that the
tank will overflow onto the shoes of the customer before he or she is able to
react,leadingtoalotof unpleasantness andperhapsademand forcompensa-
tion. This too would lead the owner to expecta low failure rate—say again once
ina 1000 years for any one pump

Functional failure C: both local switches unable to switch off pump: If the
sensor and the handle both fail to shut off the pump, it will carry on pumping
gasoline all over the forecourt until the electrical supply is shut off at the main
circuit breaker. This would create a nasty fire hazard, so the owner would
expect a very low failure rate — say once in 1 000 000 years. (This is attainable
if each switch independently achieves 1in 1 000.)

Function 4: containment: When asked about this function, the station owner
might say something like “we have had one leak in the gasoline system in the
last ten years —and that was one too many.” Here the user is measuring effect-
iveness in terms of a failure rate. When pressed, he might accept a rate of (say)
one in 500 years for a ‘small’ leak, which he might choose to define as less than
5 litres per hour. (It is highly unlikely that anyone would measure containment
in terms of availability, because (say) 99% availability means that the system
would be leaking 1% of the time —about 800 hours out of ten years. Even 99.9%
still means that it would leak for 80 hours. Clearly this is nonsense.)

Function 5: to store between 2 000 and 48 000 litres of gasoline. This function
can also failin three ways, each of which must again be considered separately,
as follows:
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- Functional failure A: level drops below 2 000 litres: Based on normal patterns
of demand, fresh supplies of gasoline are ordered when the tank level ap-
proaches 5 000 litres, and we are told that they are nearly always delivered
before the level reaches 2 000 litres. If the level in the tank drops much below
2000 litres, there is a greatly increased chance that the tank will empty, caus-
ing the station to lose business. As a result, the station manager expedites the
delivery if the level drops to 2 000 litres (as indicated by the low level alarm).
He says he needs to expedite deliveries about once a year, which he says is
“just about acceptable”. Here he is again judging effectiveness in terms of a
failure rate. (Note that this failed state is caused by increased demand and/or
slow delivery. Ithas nothing to do with the maintenance departmentin the clas-
sical sense. Nonetheless, dealing with this failure can be seenas ‘maintenance’
because we are seeking to ‘cause the business to continue’.)

Functional failure B: level rises above 48 000 litres: The level in the tank is only
likely to rise above 48 000 litres if the delivery driver is not paying attention to
the tank level indicator when filling the tank or if the level indicator itself has
failed. In both cases the warning light comes on at 48 500 litres. We are told
that this happens “about once every six months” —another failure rate which
the peopleinvolved might say they accept.

i

Functional failure C: tank contains something other than gasoline: The tank
canonly contain something other than gasolineifitis filled with something else
~ (say) diesel. If this happens, customers could fill their tanks with the wrong
fueland cause serious damage to theirengines. The stationownerfigures that
the resulting bad publicity and claims for damages could put him out of bus-
iness, so he would rather this didn’t happen at all. When reminded that ‘never’
is an unattainable ideal, he might decide to accept a failure rate of (say) once
in 100 000 years.

e Function 6: to switch on a local warning light if level drops to 5 000 litres. The
station manager usually logs the level in all the fuel tanks every day in order to
track consumption, and orders more fuel when levels approach5000litres. The
low level warninglight serves as a reminder if the level indicator fails or if there
is asudden surgeindemandbetween readings. Thislightisneededaboutonce
every twoyears (M., = 2 years). If it does not work when needed, the low level
alarm sounds when the level drops to 2 000 litres. If an initial order is placed at
this late stage, the tank will almost certainly run dry and the station will be out
of gasoline for several hours. The owner says he willaccept a mean time between
occurrences of this multiple failure (M,,.) of 400 years. In the light of this expecta-
tion, the formula onpage 116 tells us that the maximum unavailability the station
cantolerate for the low level warninglightisM. . /M,,. = 2/400=0.5%. Thismeans
that the low level alarm is being maintained effectively if its availability remains
above 99.5%.

* Function 7: to switch on a local warning light if level rises to 48 500 litres. The
high level warning light is backed up by an audible alarm, so following similar
logic to the above example, the owner might come to the conclusion that he will
accept an availability of 97.5% for this warning light.
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® Function 8: to sound an alarm if the level in the tank drops below 2 000 litres.
If the level in the tank drops to 2 000 litres and the low level warning does not
sound, thedeliveryisnotexpedited. We are told that under these circumstances,
there is a 50% chance that the tank will run dry before the tanker arrives, and
the station would be out of gasoline for about one hour on average under such
circumstances. This leads the station owner to conclude that he will not accept
this multiple failure (level drops below 2 000 litres while low level alarm is failed)
more than “once in a hundred years” (M,,. = 100 years). As discussed above,
M., is one year, so the station can tolerate a maximum unavailability for the low
level alarm of M. /M, . = 1/100 = 1%. In the light of this objective, the low level

TED
alarm is being maintained effectively if its availabifity remains above 99%.

Similar logic would be followed to determine availabilities for functions
9.10and 11 in the above example. It would also be used to establish ef fec-
tiveness measures for the functions of this system that were not included
in the above list. However, for the functions discussed, the effectiveness
expectations of the gas station owner can be summarised as follows:

Function| Functionall  Measture of Effectiveness Comments
| Failure | Availability MTBF
1 A > 95% Each pump
B >99.8% Each pump
C > 50 years Each pump
2 A >1 000 years Each pump
B 250000 years | Each pump
3 A >1 000 years Each pump
B >1 000 years Each pump
C 21000 000 years | Each pump
4 A 2 500 years Whole system
5 A >1 year Tank
B 2 6 months Tank
C > 100 000 years | Tank
6 A 2 99.5% L/L warning light
7 A 2 97.5% H/L warning light
8 A > 99% /L alarm

The example illustrates several important points about the measurement
of maintenance effectiveness, as follows:

¢ when measuring maintenance performance, we are not measuring equip-
ment effectiveness — we are measuring functional effectiveness. The
distinction is important, because shifting emphasis from the equipment
to its functions helps people — maintainers in particular - to focus on
what the equipment does rather than what it is.



302 Reliability-centred M aintenance

* even quite simple assets have a surprisingly large number of functions.
Each of these functions has a unique set of performance expectations.
Before it is possible to develop a comprehensive maintenance effec-
tiveness reporting system, we need to know what all these functionsare,
and we must be prepared to establish what the user thinks is acceptable
or otherwise in each case.

Thismeansthatitisnotpossible tolista single continuity statementforan entire
asset, such as “to fail not more than once every two years” or “to last at least
eleven years”. We need to be specific about which function must not be lost
more than once every two years or must not fail for at least eleven years (or

more precisely, which functional failure must not occur more than once every
two years, or which functional failure must not occur before eleven years).

there is of ten a tendency to focus too heavily on primary functions when
assessing maintenance effectiveness. Thisis a mistake, becausein practice
apparently trivial secondary functions often embody bigger threats to
the organisation if they fail than primary functions. As a result, every
function must be considered when setting up maintenance effectiveness
measures and targets.

Forinstance, the primary functions listed for the gasoline system are to pump
and to store fuel (Functions 1 and 5 respectively). However, two of the highest
expectations of the owner centred around two secondary functional failures —
2-B(afailure which could put him out of business) and 3-C (a failure with serious
safety implications).

Multiple Performance Standards and the OEE
If a function embodies multiple performance standards, it is tempting to
try to develop a single composite measure of effectiveness for the entire
function. For instance, the primary function of a machine performing a
conversion operation in a manufacturing facility usually incorporates three
performance standards, as follows:
* it must work at all
* it must work at the right pace
* it must produce the required quality.
The effectiveness with which it continues to meet each of these expecta-
tions is measured by availability, efficiency and yield. This suggests that
a com-osite measure of the effectiveness with which this machine is
fulfilling its primary function on an on-going basis could be determined
by multiplying these three variables, as follows:

overall effectiveness = availability x efficiency x yield.
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For instance, the primary function of a milling machine might be:

* Tomill 101 £ 1 workpieces per hour to a depth of 11 £ .1 mm.

If this machine is out of action completely for (say) 5% of the time, its availability
is 95%. Ifitis only able to produce 96 pieces per hour whenitis running, its effici-
ency is 96%. If 2% of its output are rejects, its yield is 98%. Applying the above
formula gives an overall effectiveness of 0.95 x 0.98 x 0.96 = 0.894, or 89.4%.

This particular composite measure is sometimes referred to as ‘overall
equipment effectiveness’, or OEE. Composite measures of this sort are
popular because they allow users to assess maintenance effectiveness at
a glance. They also seem to offer a basis for comparing the performance
of similar assets (so-called ‘benchmarking’). However, these measures
actually suffer from numerous drawbacks, as follows:

* the use of three variables in the same equation implies thatall three have
equal weighting. This may not be the case in practice.

Forinstance, in the milling machine example above, the workpiece may have a
work-in-process value of £200at that pointin the process. The organisationmight
be making a gross profit of £100 on a finished product sale price of (say) £500.
This means that 1% downtime or 1% loss of efficiency costs the company one
sale perhour—alost profit of £100 per hour. Onthe otherhand, 1% scrap means
that the organisation has to write off 1 workpiece per hour, representing £200-
worth of work-in-process in addition to £100 lost profit— a total loss of £300 per
hour. Consequently, the machine in the above example is losing:

(5x 100) + (4 x 100) + (2 x 300) = £1 500 per hour
due to downtime, slow running and rejects. However, an identical machine pro-
ducing the same product mightsuffer from 4% downtime, runat 98% of its rated
speed and produce 4% scrap. In this case the ‘overall effectiveness’ would be
0.96x0.98x 0.96 = 0.903, or 90.3%. Thisis apparently a better performance
than the first machine. However, this machine is losing:

(4 x 100) + (2 x 100) + (4 x 300) = £1 800 per hour
which is actually a significantly worse performance than the first machine!

It is possible for many assets to operate too fast as well as too slowly.
Overspeeding an asset would increase the OEE asdefinedabove, which
means that it possible to obtain an apparent improvement in ‘overall’
performance by forcing the asset to operate in a failed state.

Forinstance, a primary performance standard of the milling machine was that it
shouldproduce 101 + 1 workpieces per hour. The ‘+ 1’ means that if the machine
produces more than 102 units per hour, itisin a failed state (perhaps because
it starts going faster than a bottleneck assembly process, leading to a build-up
of work-in-process, orbecause going too fast causes the milling cutter to over-
heat and damage the workpieces or because it leads to excessive tool wear.)
However, if it operates at 103 workpieces per hour, the apparent ‘efficiency’ is
102%. This increases the ‘overall equipment effectiveness’ as defined above,
atatime whenthe machineis actuallyin afailed state. Thisis clearly nonsense.



304 Reliability-centred M aintenance

« the OEE as defined above only relates to the primary function of any
asset. This is misleading, because as in the case of the gasoline storage
system, every asset — machine tools included — have many more func-
tions than the primary function, and each of these will hzfve their own
unique performance expectations. Consequently, the OEEisnota meas-
ure of ‘overall” effectiveness at all, but only a measure of the effective-
ness with which the primary function of the asset is being fulfilled.

« tinally, for the reasons discussed earlier, truly user—oriente.d maintengnce
enterprises need to turn their attention away from ‘equipment’ .etfec—
tiveness towards functional effectiveness. So if measures of this sort
must be used, it is much more accurate to refer to them as measures of
‘primary functional effectiveness’ (PFE) rather than ‘overall equipment
effectiveness’.

Conclusion )
The two most important conclusions toemerge from part 2 of this chapter

are that:

« when evaluating the contribution which maintenance is making to t.he
performance of any asset, the effectiveness with which euclz'fu.nctzon
is being fulfilled must be measured on an on-going bgsis. This in turn
requires a crystal clear understanding of all the functl_ons of the asse_t,
together with an equally clear understanding of what is meant when it
is said to be ‘failed’.

the ultimate arbiter of effectiveness is the user (whose expectations must
in turn be realistic). What users expect will vary ~ quite legitimately —
from function to function and from asset to asset, depending on the
operating context.

14.3 Maintenance Efficiency

As mentioned at the beginning of this chapter, maintenance efﬁcienf:y
measures how well the maintenance functionis using the resources at its
disposal. The large number of waysin which this can b? dox.le are gener-
ally well understood, so they are only discussed briefly in this part of this
chapter for the sake of completeness. .

Efficiency measures can be grouped into four categories, These are
maintenance costs, labour, spares and materials and planning and control.
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Maintenance costs
The costsreferred to in this part of this chapterare the direct costs of main-
tenancelabour, materials and contractors, asopposed to the indirect costs
associated with poor asset performance. Thelatterissues were discussed
in Part 3 of this chapter.

In many industries, the direct cost of maintenance is now the third
highestelement of operating costs, behind raw materials and either direct
production labour or energy. In some cases, it has risen to second or even
first place. As result, controlling these costs has become a top priority.

Some industries offer scope for substantial reductions in direct main-
tenance costs, especially those whose processesembody mature or stable
technologies and/or which have a large legacy of second generation think-
ing embodied in their maintenance practices. However, in other industries,
especially those which are newly mechanising or automating their pro-
cessesat a signiticantrate, the sheer volume of maintenance work to be done
is often growing at such a pace that maintenance costs are likely to rise in
absolute terms over the nextten yearsorso. Asaresult, take care toevalu-
ate the pace and direction of technological change before committing to
substantial long-term reductions in total maintenance costs.

The most common waysin which maintenance costsare measured and
analysed are as follows:
* Total cost of maintenance (actual and budgeted)
- for the entire facility
- for each business unit
- for each asset or system
* Maintenance cost per unit of output
* Ratio of parts to labour expenditure.

Labour

The cost of maintenance labour typically amounts to between one third
and two thirds of total maintenance costs, depending on the industry and
overall wage levels in the country concerned. In this context, mainte-
nance labour costs should include expenditure on contract labour (which
is often —incorrectly — grouped under ‘spares and materials’ because it
isboughtout). When considering maintenance labour, it is also wise not
to make the common mistake of treating maintenance work done by op-
erators as a zero cost “‘because the operators are there anyway"”. In using
operators for this work, the organisation is still committing resources to
maintenance, and the cost should be acknowledged accordingly.




306 Reliability-centred M aintenance

Common ways of measuring and analysing maintenance labour effi-
ciency include the following:

» Maintenance labour cost (total and per unit of output)

o Time recovery (time performing specific tasks as a percentage of total
time paid for)

* Overtime (absolute hours and as a percentage of normal hours)

» Relative and absolute amounts of time spent on different categories of
work (proactivetasks, defaultactions and modifications, and subsets of
these categories)

« Backlog (by number of work orders and by estimated hours)

* Ratioof expenditure on maintenance contractors to expenditure on full-

time maintenance employees.

Spares and materials
Spares and materials usually account for the portion of maintenance ex-

penditure which does not come under the heading of ‘labour’. How well

they are managed is usually measured and analysed in the following ways:

« Total expenditure on spares and materials (total and per unit of output)

« Total value of spares in stock

« Stock turns (total value of spares and materials in stock divided by the
total annual expenditure on these items)

« Service levels (percentage of requested stock items which are in stock
at the time the request is made)

« Relative and absolute values of different types of stocks (consumables,
active spares, ‘insurance’ spares, dead stock).

Planning and control
How well maintenance activities are planned and controlled affects all

otheraspects of maintenance effectiveness and efficiency, from the over-

all utilisation of maintenance labour to the duration of individual stop-

pages. Typical measures include:

« Totalhours of predictive/preventive/failure-finding maintenance tasks
issued per period

» The above hours as a percentage of total hours

* Percentage of the above tasks completed as planned

e Planned hours worked vs unplanned hours

« Percentage of jobs for which the time was estimated

e Accuracy of estimates (estimated hours vs actual hours for jobs which

were estimated).

wwwempediaeir

5
i
- d ézl.:u'é

What RCM Achieves 307
Spme of these efficiency measures are useful for making immediate de-
cisions or initating short-term management action (expenditure against
budgets, time recovery, schedule completionrates, backlogs). Others are
more useful for tracking trends and comparing performance with similar
facilities in order to plan longer term remedial action (maintenance costs
perunitof output, service levelsandratios in general). Together, they are
a great help in focusing attention on what must be done to ensure that
maintenance resources are used as etficiently as possible.

Maintenance efficiency is also quite easy tomeasure. The issues which
itaddressesare usually under the direct control of maintenance managers.
For these two reasons, there is often a tendency for these managers to
focus too much attention on efficiency and not enough on maintenance
effectiveness. This is unfortunate, because the issues discussed under the
heading of maintenanceeffectiveness usually have amuch greater impact
on the overall physical and financial well-being of the organisation than
those discussed under maintenance efficiency. Truly ‘customer’-oriented
maintenance managers direct their attention accordingly. As Part 4 of this
chapter explains, the greatest strength of RCM is the extent to which it
helpsthem to do so.

14.4 What RCM Achieves

Eigure I.1in Chapter 1, reproduced as Figure 14.1, shows how expecta-
tions of the maintenance function have evolved over the past fifty years.

Thifd Generation:

Higher plant availabiiity
and reliability .

Figure 14.1:
Growing expectations of maintenance

* Longer equipment ife
reater cost effectiveness

1940 1950 1960 1970 1980 1990 2000

The use of RCM helps to fulfil all of the Third Generation expectations.
The extent to which it does so is summarised in the following paragraphs,
starting with safety and environmental integrity.
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Greater Safety and Environmental Integrity

RCM contributes to improved safety and environmental protection in the
following ways:

* the systematic review of the safety and environmental implications of
every evident failure before considering operational issues means that
safety and environmental integrity become —and are seen to become —
top maintenance priorities.

* from the technical viewpoint, the decision process dictates that fail-
ures which could affect safety or the environment must be dealt with
in some fashion - it simply does not tolerate inaction, As a result, tasks
are selected which are designed to reduce al/ equipment-related safety
or environmental hazards to an acceptable level, if not eliminate them
completely. The fact that these two issues are dealt with by groups
which include both technical experts and representatives of the ‘likely
victims’ means that they are also dealt with realistically.

* the structured approachto protected systems, especially the concept of
the hidden function and the orderly approach to failure-finding, leads
to substantial improvements in the maintenance of protective devices.
This greatly reduces the probability of multiple failures which have
serious consequences. (Thisis perhapsthemostpowerful single feature of
RCM. Using it correctly significantly lowers the risk of doing business.)

* involving groups of operators and maintainers directly in the analysis
makes them much more sensitive to the real hazards associated with
their assets. This makes them less likely to make dangerous mistakes,
and more likely to make the right decisions when things do go wrong.

* the overall reduction in the number and frequency of routine tasks
(especially invasive tasks which upsetbasically stable systems) reduce
the risk of critical failures occurring either while maintenance is under

way or shortly after start-up.

Thisissue is particularly important if we consider that preventive maintenance
played a part in two of the three worst accidents in industrial history (Bhopal,
Chernobyl and Piper Alpha). One was caused directly by a proactive mainte-
nance intervention which was currently under way (cleaning a tank full of methyl
isocyanate at Bhopal). On Piper Alpha, an unfortunate series of incidents and
oversights might nothaveturnedinto a catastrophe if a crucial relief valve had
not been removed for preventive maintenance at the time.
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As mentioned in Part 2 of this chapter, the most common way to track
performancein the areas ofsafety and environmental integrity is to record
the number of incidents which occeur, typically by recording the number
of lost-time accidents per million man-hours in the case of safety, and the
numberpf excursions (incidents where a standard or regulationis b;eached)
peryearin the case of the environment. While the ultimate targetin both cases
1s usually zero, the short-term target is always to better the previous record.

Toprovide an indication of what RCM has achieved in the field of safety, Figure
14.2 shows the number of accidents per million take-offs recorded each' yearin
thgcommercralcivilaviation industry over the period ofdevelopmentofthe RCM
philosophy (excluding accidents caused by sabotage, military actionor turbulence)
The-percentage of these crashes which were caused by equipment failure alsd
decllngd. Much of the improved reliability is of course due to the use of superior
matenals andgreaterredundancy, butmost of theseimprovements werec?riven
inturnby the realisation that maintenance onitsowncouldnot extract the re uired
]evel of performance from the assets as they were then configured. As ex I(;ined
in Chapter 12, this shifted attention from a heavy reliance on fixed t‘ime oerhauIs
in the 1960's to doing what ever is necessary to avoid or eliminate the conse-
quences of failures, be it maintenance or redesign (the cornerstone of the RCM
philosophy). Italso reduced the number of crashes which might otherwise have
been caused by inappropriate maintenance interventions.
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Accidents per million takeoffs — >
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Year — >

8 85 87 80 91 93 g5
Figure 14.2:

Safety in the civil aviation indust:
Source: CA Shifrin: "Aviation Safety Takes Center Stage Worldwidg’/’
Aviation Week & Space Technology: Vol 145 No 19: Pp46-48
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Higher Plant Availability and Reliability

The scope for performance improvement clearly depends on the perform-
ance at the outset. For example, an undertaking which is achieving 95%
availability has less improvement potential than one which is currently
only achieving 85%. Nonetheless, if it is correctly applied, RCM achieves
significant improvements regardless of the starting point.

Forinstance, the application of RCM has contributed to the following:

* a 16% increase in the total output of the existing assets of a 24-hour 7-day
milk-processing plant. This improvement was achieved in 6 months, and most
of it was attributed to an exhaustive RCM review done during this period.

* a 300-ton walking dragline in an open-cast coal mine whose availability rose
from 86% to 92% in six months.

* alarge holding furnace in a steel mill which achieved 98% availability in its first
eighteen months of operation against an expectation of 95%.

Plant performance is of course improved by reducing the number and the

severity of unanticipated failures which have operational consequences.
The RCM process helps to achieve this in the following ways:

- * the systematic review of the operational consequences of every failure
which has not already been dealt with as a safety hazard, together with
the stringent criteria used to assess task effectiveness, ensure thatonly
the most effective tasks are selected to deal with each failure mode.

the emphasis placed on on-condition tasks helps toensure thatpotential
failures are detected before they become functional failures. This helps
reduce operational consequences in three ways:

- problems can be rectified at a time when stopping the machine will
have the least effect on operations

. itis possible to ensure that all the resources needed to repair the fail-
ure are available before it occurs, which shortens the repair time

- rectification is only carried out when the assets really need it, which
extends the intervals between corrective interventions. This in turn
means that the asset has to be taken out of service less often.

Forinstance, the example concerning tyres on page 130 shows that the tyres
need to be taken out of service 20% less often for retreading if on-condition
maintenance is usedinstead of scheduled restoration. Inthis case, the effect
on the availability of the vehicle would be marginal, because removing a tyre
and replacing it with a new one can be done very quickly. However, in cases
where the corrective action requires extensive downtime, the improvement
in availability could be substantial.
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* by relating each failure mode to the relevant functional failure, the in-
formation worksheet provides atool for quick failure diagnosis, which
leads in turn to shorter repair times.

* the previous example suggests that greater emphasis on on-condition
maintenance reduces the frequency of major over hauls, with a correspon-
ding long-term increase in availability. In addition, a comprehensive
list of all the failure modes which are reasonably likely together with
adispassionate assessment of the relationship between age and failure,
reveals that there is often no reason at all to perform routine overhauls at
any frequency. This leads toa reduction in previously scheduled down-
time without a corresponding increase in unscheduled downtime.
Forinstance, a RCM enabled a major integrated steelworks to eliminate all
fixed-interval overhauls from its steel-making division. In another case, the inter-

vals between major overhauls of a stationary gas turbine onan oil platform were
increased from 25 000 to 40 000 hours without sacrificing reliability.

* in spite of the above comments, it is of ten necessary to plan a shutdown
or an overhaul for any of the following reasons:
- to prevent a failure which is genuinely age-related
- torectify a potential failure
- torectify a hidden functional failure
- to carry out a modification.
In these cases, the disciplined review of the need for preventive or cor-
rective action that is part of the RCM process leads to shorter shutdown
worklists, which leads in turn to shorter shutdowns. Shorter shutdowns
areeasier tomanage and hence more likely to be completed as planned.

* short shutdown worklists also lead to fewer infant mortality problems
when the plant is started up again after the shutdown, because it is not
disrupted as much. This too leads to an overall increase in reliability.

* asexplained on page 268, RCM provides an opportunity for those who
participate in the process to learn quickly and systematically how to
operate and maintain new plant. This enables them to avoid many of the
errors which would otherwise be made as a result of the learning pro-
cess, and to ensure that the plant is maintained correctly from the outset.
Atleast four organisations with whom the authorhas workedin the UK and the
USA achieved what each described as 'the fastest and smoothest start-up in
the company's history' after applying RCM to new installations. In each case,
RCM was applied in the final stages of commissioning. The companies con-
cerned are in the automotive, steel, paper and confectionery sectors.
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* the elimination of superfluous plant and hence of superfluous failures.
Asmentioned in Chapter 2, itis not unusual tofind that between 5% and
20% of the components of a complex plantare utterly superfluous, but
can still disrupt the plant when they fail. Eliminating such components
leads to a corresponding increase in reliability.

* by using a group of people who know the equipment best to carry out
a systematic analysis of failure modes, it becomes possible to identify
and eliminate chronic failures whichotherwise seem to defy detection,
and to take appropriate action.

Improved Product Quality

By focusing directly on product quality issues as shown on pages 48 and
49, RCM does much to improve the yield of automated processes.

Forinstance, an electronics assembly operation usedRCMtoreduce scrap rates
from 4% (4 000 parts per million) to 50 ppm.

Greater Maintenance Efficiency (Cost-effectiveness)

RCM helps to reduce, or atleast to control the rate of growth of mainte-
nance costs in the following ways:

Less routine maintenance:

Wherever RCM has been correctly applied to anexisting fully-developed
preventive maintenance system, it hasledto a I‘Cdllf:tion of ZTLO%. to 70%
in the perceived routine maintenance workload. This reduction is partly
due to a reduction in the number of tasks, but mainly due to an overa_ll
increase in the intervals between tasks. It also suggests that if RCM. is
used to develop maintenance programs for new equipm_ent or for equip-
ment which is currently not subject to a formal preventive mamteqance
program, the routine workload would be 40% — 70% lower than if the
maintenance program were developed by any other means.

Note that in this context, ‘routine’ or ‘scheduled’ maintenance means
any work undertaken on a cyclic basis, be it the daily !ogging of the
reading on a pressure gauge, a monthly vibration readmg, an.annual
functional check of a temperature switch ora five-yearly fixed-interval
overhaul. In other words, it covers scheduled on-condition tasks, sched-
uled restoration, scheduled discard tasks and scheduled failure-finding.

For example, RCM hasled to the following reductions in routine maintenance
workloads when applied to existing systems:
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* a 50% reduction in the routine maintenance workload of a confectionery plant

* a 50% reduction in the routine maintenance requirements of the 11 kV trans-
formers in an electrical distribution system

* an 85% reductionin the routine maintenance requirements of a large hydraulic
system on an oil platform

* a62% reductioninthe numberof low frequency tasks which needed to be done
on a machining line in an automotive engine plant.

Note that the reductions mentioned above are only reductions in perceived
routine maintenance requirements. In many PM systems, fewer than half
of the schedules issued by the planning office are actually completed.
This figure is often as low as 30%, and sometimes even lower. In these
cases, a 70% reduction in the routine workload will only bring what is
issuedintoline with what is actually being done, which means that there
will be no reduction in actual workloads.

Ironically, the reason why so many traditionally-derived PM systems
suffer from such low schedule completion rates is that much of the routine
workisperceived--correctly —tobe unnecessary. Nonetheless, if only a third
of the prescribed work is being done in any system, that system is wholly
out of control. A zero-based RCM review does much to bring situations
like these back under control.

Better buying of maintenance services
Applying RCM to maintenance contracts leads to savings in two areas.
Firstly, a clear understanding of failure consequences allows buyers
to specify response times more precisely —even to specify different res-
ponsetimes fordifferenttypesof failures ordifferent types of equipment.
Since rapid response is of ten the most costly aspect of contract mainte-
nance, judicious fine-tuning in this area can lead to substantial savings.
Secondly, the detailed analysis of preventive tasks enables buyers to
reduce boththecontentand the frequency oftheroutine portions of main-
tenance contracts, usually by the same amount (40% - 70%) as any other
schedules which have been prepared on a traditional basis. This leads to
corresponding savings in contract costs.

Less need to use expensive experts

If field technicians employed by equipment suppliers attend RCM meetings
as suggested on page 269, the exchange of knowledge which takes place
leads to a quantum jump in the ability of the maintainers employed by the
users to solve difficult problems on their own. This leads to anequally dra-
matic drop in the need to call for (expensive) help thereafter.
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Clearer guidelines for acquiring new maintenance technology

The criteria used to decide whether a proactive task is technically feasible
and worthdoing apply directly to the acquisition of condition monitoring
equipment. If these criteria are applied dispassionately to such acquisi-
tions, a number of expensive mistakes can be avoided.

Most of the items listed under ‘improved operating performance’.
Most of theitems listed in the previous section of this chapter alsoimprove
maintenance cost-effectiveness. How they do so is summarised below:

* quicker failure diagnosis means that less time is spent on each repair

* detecting potential failures before they become functional failures not
only means that repairs can be planned properly and hence carried out
more efficiently, but it also reduces the possibility of the expensive
secondary damage which could be caused by the functional failure

* the reduction or elimination of overhauls together with shorter work-
lists for the shutdowns which are necessary can lead to very substantial
savings in expenditure on parts and labour (usually contract labour)

* the elimination of superfluous plant also means the elimination of the
need either to prevent it from failing in a way which interferes with
production, or to repair it when it does fail

* learning how the plant should be operated together with the identifica-
tion of chronic failures leads to a reduction in the number and severity
of failures, which leads to a reduction in the amount of money which
must be spent on repairing them.

The most spectacular case of this phenomenon encountered by the author con-
cerneda single failure mode caused by incorrect machine adjustment (operator
error) inalarge process plant. It was identified during an RCM review and was
thought to have cost the organisation using the asset just under US$1 million
in repair costs alone over a period of eight years. It was eliminated by asking
the operators to adjust the machine in a slightly different way.

Longer Useful Life of Expensive Items

By ensuring that each asset receives the bare minimum of essential main-
tenance - in other words, the amount of maintenance needed to ensure
that what it can do stays ahead of what the users want it to do - the RCM
process does much to help ensure that just about any asset can be made
to last as long as its basic supporting structure remains intact and spares

remain available.
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~\9 mentioned on several occasions, RCM also helps users to enjoy the
maximum useful life of individual components by selecting on-condition
maintenance in preference to other techniques wherever possible

Greater motivation of individuals

RCM hplps to improve the motivation of the people who are involved in
the review process in a number of ways. Firstly, a clearer understandin
of the functions of the asset and of what they must do to keep it working
greatly enhances their competence and hence their confidence ¢

Secondly, a clear understanding of the issues which are be-yond the
control of each individual — in other words, of the limits of what they can
reasonably be expected to achieve - enables them to work more comfort-
aply within those limits. (For instance, no longer are maintenance super-
visors aptomatically held responsible for every failure, as so often happens
In practice. This enables them - and those about them — to deal with fail-
ures n}ore calmly and rationally than might otherwise be the case ) L

Th}rdly, the knowledge that each group member played a part i.n for-
mul.at.mg goals, in deciding what should be done to achieve them andin
demd.mg who should do it leads a strong sense of ownership.

This combination of competence, confidence, comfort and ownershi
a}l mean that the people concerned are much more likely towanttodo thg
right job right the first time.

Better Teamwork

Ina curious.way, teamwork seems to have become both a means to an end
and an end initself in many organisations. The ways in which the highl
Struc_tured RCM approach to maintenance problemanalysis and decisioz
making contributes to teambuilding were summarised on page 268. Not
only doesthisapproach foster teamwork withinthereview groups tﬁem-
selves, bu_t it also improves communication and co-operation between:
* production or operations departments and the maintenance function .
. mal?agement, supervisors, technicians and operators

* equipment designers, vendors, users and maintainers.

A Maintenance Database

The. RCM Information and Decision Worksheets provide a number of
additional benefits, as follows:
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adapting to changing circumstances: the RCM database makes it pos-
sible to track the reason for every maintenance task right back to the
functionsandthe operating context of the asset. Asaresult,ifany aspect
of the operating context changes, it is easy to identify the tasks which
areaffected and torevise them accordingly. (Typicalexamples of such
changes are new environmental regulations, changes in the operating
cost structure which affect the evaluation of operational consequences,
ortheintroductionof new process technology.) Conversely itis equally
easy to identify the tasks whichare not affected by suchchanges, which
means that time is not wasted reviewing these tasks.

Inthe case of traditionally-derived maintenance systems, such changes
often mean that the whole maintenance program has to be reviewed in
its entirety. As often as not, this is seen as too big an undertaking, so
the system as a whole gradually falls into disuse.

an audit trail: Part 3 of Chapter 5 mentioned that rather than prescrib-
ing specific tasks atspecific frequencies, more and more modern safety
legislation is demanding that the users of physical assets must be able
to produce documentary evidence that their maintenance programs are
built on rational, defensible foundations. The RCM worksheets provide
this evidence — the audit trail —in a coherent, logical and easily under-
stood form.

more accurate drawings and manuals: the RCM process usually
means that manuals and drawings are read in a completely new light.
People start asking “whatdoes it do?” instead of “what is it?”. This leads
them to spot a surprising number of errors which may have gone un-
noticed in as-built drawings (especially process and instrumentation
drawings). This happens mostoftenif the operators and craftsmen who
work with the machines are included in the review teams.

reducing the effects of staff turnover: all organisations suffer when
experiencedpeopleleave orretire andtaketheirknowledge and experi-
ence with them. Byrecording this informationinthe RCM database, the
organisation becomes much less vulnerable to these changes.

Forexample, a major automotive manufacturer wasfaced with a situation where
a plant was to be relocated and most of the workforce had chosen not to move
with the equipment to the new site. However, by using RCM to analyse the
equipment before itwas moved, the company was able to transfer much of the
knowledge and experience of the departing workers to the people who were
recruited to operate and maintain the equipment in its new location.
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* the mtrodu.ction of expert systems: the information on the Information
Worksheet in particular provides an excellent foundation for an expert
system. In fact, many users regard this worksheet as a simple expert

systemin }ts ownright, especially if the information is stored inasimple
computerised database and sorted appropriately.

An Integrative Framework

As me{ltioned in Chapter 1, all of the issues discussed above are part of
the ma1n§tream of maintenance management, and many are already the
targ(?t ofimprovement programs. A key feature of RCM is thatit provides
an effective step-by-step framework for tackling a// of them at once, and

forinvolving everyone who has anything to do with the equipment in the
process.



15 A Brief History of RCM

15.1 The Experience of The Airlines

In 1974, The United States Departmentof Defense commi.ss.ione.d l.Jmt.ed
Airlines to prepare a report on the processes u_sed by the civil a\{latlon in-
dustry to prepare maintenance programs for aircraft. The resulting report
was entitled Reliability-centered Maintenance.

Before reviewing the application of RCM in other sectors, thf: follF)w-
ing paragraphs summarise the history of RCM up t.o the time of publica-
tionof the report by Nowlan and Heap'®’®. The italicised paragraphs quote
extracts from their report.

The Traditional Approach to Preventive Maintenance

The traditional approachtoschedul edmaintenanceprograms was based
on the concept that every item on a piece of complex equzpmen.t has a
‘right age’ at which complete overhaul is necessary to ensure safety c;nd
operating reliability. Through the years, however, it was dzscovere‘dt 1;1[
many types of failures could not be prevented or effecttvely reduced by
such maintenance activities, no matter how intensively they were per-
formed. Inresponse to this problem, airplane designers began todevelop
design features that mitigated failure consequences—that is theylearned
how todesign airplanesthat were ‘failure tolerant’. Pr.uctlces suchas {he
replication of system functions, the use of multiple engines and 'the design
ofdamage tolerant structures greatly weakeneg’ therel attonshtp.be.twee);
safety and reliability, although this relationship has not been eliminatec
altogether.

Nevertheless, there was still a question concerning the relationship of

preventive maintenance to reliability. By the late 1 ‘).5()’3‘, the size of the
commercial airline fleet had grown to the point at which there was am{)l .e
data for study, and the cost of maintenance activities had becom‘e s‘Lfﬁz.cz-
ently high to warrant a searching look at the a.ctual results of .e,ustmg
practices. At the same time the Federal Aviation Agency, which was
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responsible for regulating airline maintenance practices, was frustrated
by experiences showing that it was not possible to control the failure rate
of certainunreliable typesofengines by any feasible changesin either the
content or frequency of scheduled overhauls. As aresult, in 1960 a task
Jorce was formed, consisting of representatives from both the FAA and
the airlines, to investigate the capabilities of preventive maintenance.
The work of this group led to the establishment of the FAA/Industry

Reliability Program, described in the introductiontothe authorising doc-
ument as follows:

"The development of this program is towards the control of reli-
ability through an anal ysis of the factors that affect reliability and
provide asystemofactions to im prove low reliability levels when
they exist. Inthe past, a great deal of emphasis has been placed on
the control of overhaul periods to provide a satisfactory level of
reliability. After careful study, the Committee is convinced that reli-
ability and overhaul time control are are not necessarily directed at
associated topics ...."

This appreach was a direct chal lenge to the traditional concept that the
length of time between successive overhauls of an item was an important
factorin controlling its Jailure rate. The task force developed a propulsion-
system reliability program, and each airline involved in the task force
was then authorisedto d evelop and implement rel iability programs in the
areaof maintenance in whichitwas most interested. During this process,
a great deal was learned about the conditions that must exist for scheduled
maintenance to be effective. Two discoveries were especially surprising:

* Scheduled overhaul has little effect on the overall reliability of a
complex item unless the item has a dominant Jailure mode

® There are many items Sfor which there is no effective form of sched-
uled maintenance

The History of RCM A nalysis

The next step was an attem pt to organise what had been | earned from the
various reliability programs and develop a logical and generally appli-
cable approach to the design of preventive maintenance programs. A
rudimentary decision-diagram technique was devised in 1965, and in
June 1967 a paper on its use was presented at the AIAA Commercial Air-
craft Design and Operations Meeting. Subsequent refinements of this
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technique were embodied ina handbook on maintenance evaluation and
program development, drafted by a maintenance steering group formed
to oversee development of the initial program for the new Boeing 747
airplane. This document, known as MSG-1, was used by special teams of
industry and FAA personnel 1o develop the first scheduled-maintenance
program based on the principles of reliability-centred maintenance. The
Boeing 747 maintenance program has been successful.

Use of the decision-diagram technique led to further improvements,
which were incorporated two years laterina second document, MSG-2:
Airline Manufacturer Maintenance Program Planning Document.

MSG-2 was used to develop the scheduled maintenance programs for
the Lockheed 1011 and the Douglas DC10 airplanes. These programs
have also been successful. MSG-2 has also been applied to tactical mili-
tary aircraft; the first applications were for aircraft such as the Lockheed
S-3 and P-3 and the McDonnell F4J. A similar document prepared in
Europe was the basis for the initial programs for such aircraft as the Air-
bus Industrie A-300 and the Concorde.

The objective o fthe techniques outlined in MSG-1 and MSG-2 was to
develop a scheduled-maintenance program that assured the maximum
safety and reliability of which the equipment was capable andalso pro-
vided them at the lowest cost. As an example of the economic benefits
achieved with this approach, under traditional maintenance policies the
initial programme for the Douglas DC-8 airplane required scheduled
overhaul for 339 items, in contrast to seven such items in the DC-10 pro-
gram. One of the items no longer subject to overhaul limits in the later
programs was the turbine propulsion engine. Elimination of scheduled
overhauls for engines led to major reductions in labour and materials
costs, and also reduced the spare-engine inventory required to cover

shop maintenanceby more than 50%. Since engines for larger airplanes
then cost more than US$1 million each, this was & respectable saving.

As another example, under the MSG-1 program for the Boeing 747,
United Airlines expended only 66 000 manhours on major structural
inspections before reaching a basic interval of 20 000 hours for the first
heavy inspections ofthis airplane. Under traditional maintenance poli-
cies it took an expenditure of more than 4 million manhours to arrive at
the same structural inspection interval for the smaller and less complex
Douglas DC-8. Cost reductions of this magnitude are of obvious impor-
tance to any organisation responsible for maintaining large fleets of
complex equipment. More important:
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e Such cost reductions are achieved with no decrease in reliability. On
the c"ontrar 'y a better understanding of the failure process in complex
eqmpment has actually improved reliability by making it possible to
direct preventive tasks at specific evidence of potential failures.

Although the MSG-1 and MSG-2 documents revolutionised the proce-
dures followed in developing maintenance programs for transport air-
craft, their application to other types of equipment was limited by their
brevity and specialised focus. In addition, the formulation of certain
concepts was incomplete. IFor example, the decision logic bega)z with an
evaluationofproposedtasks, rather than an evaluation ofthe failure con-
sequencesthatdetermine whetherthey are needed, andif so, their actual
purpose. The problem of establishing task intervals was not addressed

the role of hidden-function failures was unclear, and the treatment 0}'
structural maintenance was inadequate. There was also no guidance on
thg use of operating information to refine or modify the initial program
after the equipment entered service or the information systems needed for
effective management of the on-going program.

All these shortcomings, as well as the need to clarifv many of the
underlying principles led to analytic procedures of bro‘uder‘ scupé and
their crystallisation into the iogical discipline now known as Reliability-
centred Maintenance. J

The Nowlan and Heap report provided the basis for MSG3, which was
promulgatedin 1980 andrevised in 1988 and 1993. MSG3 remains to this
da){ the process used to develop and refinie maintenance programs for all
major types of civil aircraft.

15.2 RCM in Other Sectors

Since 1978, RCM has been applied extensively by the US Navy. In 1984
three nuclear power undertakings in the United States commenced a series’
ofpilot applications under the auspices of the Electric PowerResearch In-
stitute in San Diego. These projectsledto the widespread adoption of RCM
py nucl_ear facilities in North America, by EdF in France and now to an
increasing extent by nuclear facilities throughout the world.

The author and his associates began working with the application of
RCM in the mining and manufacturing sectors in the early 1980s. Since
tl_ien, we_have worked on more than 500 sites in 32 countries spanning all
SI1X continents.
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The projects concerned range from in-company awareness training for
senioroperations and maintenance managers to the full-scale application
of RCM to all the equipment on a site. The sectors in which projects have
beencarried out in the fif teen years prior to the date of publication of this
editionof thisbookinclude the following (sectors where we have worked
on more than 5 sites are shown in italics):

* aerospace ;
* agrochemicals (fertiliser, pesticides)
o aluminium processing (mining, smelting, refining, forming)
» automobile manufacture (engines, assembly, components, tyres)
base metal refining (nickel, aluminium, platinum)

* banking

breweries and soft drinks

buildings and building services

chemicals (industrial and household)

cigarette manufacture

coalmining

cosmetic manufacture

computer manufacture

electric utilities (coal, steam, gas and nuclear generation, distribution,
transmission)

* food manufacture (bakeries, canned fruit and vegetables, cereals, coffee,
confectionery, frozen food, ice cream, margarine, meat products, milk)
foundries

gas distribution

glass making

harbours

iron mining

mass housing

metalworking

microelectronics

military undertakings (armies, navies and air forces)

nuclear facilities

offshore oil and gas

oil refining

* petrochemicals

e pharmaceuticals

* photographic equipment

* plastics (polymers, films, cellulose, fibreglass)

®
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* postal services
* pulp & paper (tissue paper, fine paper, photographic paper, newsprint)
* railways (passenger, freight, underground, infrastructure, signalling)
* steelmaking (integrated mills, rolling mills, stainless steel)
* water distribution
* woodworking.
The fact that RCM has been enthusiastically received by people at all
levels, and has enabled users to achieve some remarkable successes in all
these countries, suggests that it is much less affected by cultural differ-
ences than many other participative techniques of this nature.

The organisations listed opposite all became aware of and started apply-
ing RCM at different times, so implementation is more advanced on some
sites than others. The overall situation can be summarised as follows:

* inabout25% of the cases, senior managers have undergone prelimin-
ary training

* about 10% of the organisations have applied RCM to all of the equip-
ment on at least one site

* the remaining 65% have reviewed some of their equipment, and most
plan to continue using RCM to analyse most if not all of their assets.

Space does not permita detailed consideration of the work done in each case.
However, Chapter 14providesa general summary of theresultsachieved
to date, together with a brief review of some of the highlights.

15.3 Why RCM 2?

There are now a large number of interpretations and variations of the
RCMdecisionlogic in existence. Someare more rigorousthanothers, but
four account for the majority of the RCM work currently being done on
the planet. Thefirstis shownon pages 91 and 92 of the report by Nowlan
and Heap'’8. This is the version first used by the author, and itis also the
version originally used by most other RCM practitioners.

The second version of the decision diagram is the official MSG3
version currently used by the civil aviation industry. It is shown as the
‘System/Powerplant Logic Diagram’ on pages 4 and 5 of the Mainte-
nance Program Development Document published by the Air Transport
Association of America'®. The third, which is similar to MSG3, is US
Mil-5td-2173 used by the US Naval Air Systems Command!***,

The fourth is RCM2, which is the subject of this book.
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[n separate but parollel work in the early 19805, the Electric Power
Research Institute (EPR1), an industry research group for the US eleciri-
cal power utilities, carried out two pilot applicutions of RCM tn the US
nuclear power industry. Their interest arose from a belief that this
indwustry was achieving adequate levels of safety and reliability, but was
;massively overmmainiaining its equipment. As a resnll, their main thrust
was simply 1o reduce maintenance cests, rather than to improve reliabil-
ity, and they modified the RCM process accordingly. {(So much so. infaci,
that it bears little resemblance to the originel RCM process described by
Nowlan and Heap, it shoufd be more correctly described as plarmed
mainienunce optimization, or PMQO, rather than RCM.) This madified
process was adopted on an industry-wide basis by the American rmiclear
powerindustry in 1987, and variations of this approachwere afterwards
adopted by various ofher nuclear wtilities, other branches ofthe electric-
ity generotion and distribution industry. and purts of the oil industry.

Arthe sametime, certain specialists ir the formulation of inuintenance
ttrategies became interested in the upplication of RCM in industries
ather thur aviation. Foremost aumong these were John Moubray andhis
associates. This group initially worked with RCM in mining and manu-
facturing industries in Southern Africa under the mentorship of Stan
Nowlan, and subsequenily relocatedtothe UK. Fromthe UK theiractivi-
ties have expanded to cover the application of RCM innearly every indus-
triol sectar spunning more thun 40 countries. They have built on Nowi-
ant's work whife maintaining its original focus on equipment safety and
reliability. For example, they have incorporaied environmental issues
into the decision-making process. cturified the ways in which equipment
Sfunctions should be dedlined, developed tnore precise rules for selectitig
maintenanceiasks and 1ask intervals, and incorperaied quantitative risk
criteria directly into the setting of faiture-finding task intervals. Their
enhanced version of RCM is now known as RCM2.

The Need for a Standard: the 19905

Since the early 1990°s, a great many more orgunizatiens have developed
variations of the RCM process. Some. suchas the US Navail Air Command
with its “Guidelines for the Naval Aviation Reliability Centered Mainte -
nance Process (NAVAIR 00-25-403)" and the British Royal Navy withits
RCM-oriented Naval Engineering Standard (NES45), have remained
true 10 the process originally expeunded by Nowlan und Heap. However,

as the RCM bandwagon has starred rolling, « whole new collection of
processes hus emerged that are called “RCM’" by their proponents, but
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that often bear little or ne resemblance to the original meticulonsty
researched, highly stractured and thoroughly proven process developed
by Newlan and Heap. As aresualt, if an organization said that it wanted
help in using or learning how to use RCM, i1 could not be sure whait
process would be offered.

Indeed, when the US Navy recently asked for equipment vendors to
use RCM when building a new ship class, one US company offered apro-
cess closely related to the 1970 MSG-2 process. It defended its offering
by noting that its process used @ decision-logic diagram. Since RCM also
uses a decision-logic diagram, the company argied. ils process was an
RCM process.

The US Navy had no answer to this argument, hecause in 1994 Willicon
Perry, the US Secretary of Defense, had established a new policy about
US nailitary standards and specifications, which said that the US military
would no Jonger require induistrial vendors to use the military's “stand-
ard” or “specific’ processes. instead it would set performunce require-
ments, and would allow venders 1o use any processes that wonld provide
equipment that would meet these requirements.

At a stroke, this voided the US military standards and specifications
that defined “RCM’". The US Air force stundard was cancelled in 1995.
T'he US Navy has been unable 1o invoke its standards and specifications
with equipment vendors (though it cantinues 10 use them for ils interaal
work) — and it was unable to invoke them with the US company that
wished to use MSG-2.

This developinent happened to coincide with the sucdden interest in RCM
in the industrial world. During the [998s, magazines and conferences
devoled 10 equipment maintenance have multiplied. and magazine arti-
cles and conference papers about RCM became more and more anmer-
aus. These have shewn that very different processes are being given the
same name, “RCM’. So buth the US military ond conunercial industry
saw a aeed to define what an RCM process is.

Inhis 1983 mmemorandiun, Perry said, *'fencourage the Under Secretary
of Defense (Acquiisition and Technology) 1o fortn parinerships wiih industry
associations to develop nen-government standards for replacement of
military standards where practicable.” Indeed, the Technical Standards
Board ofthe SAE has hada long and close relationship with liie standards
conmnunity in the US military, and has been workingfor several years to
help develop conunercial standards to replace military standards and
specifications, when needed and when none already existed.

Copyrighdeu:baterial
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Appendix 1:
Asset Hierarchies and
Functional Block Diagrams

Plant registers and asset hierarchies

Most organisations own, or at least use, hundreds if not thousands of
physical assets. These assets range in size from small pumps to steel rolling
mills, aircraft carriers or office blocks. They may be concentrated on one
small site or spread over thousands of square kilometres. Some of these
assets will be mobile, others will be fixed.

Before any organisation can apply RCM —a process used to determine
what must be done toensure that any physical asset continues to do what-
everitsusers wantit todo—it must know what these assets are and where
they are. In all but the smallest and simplest facilities, this means that a list
of all the plant, equipment and buildings owned or used by the organisa-
tion, and which require maintenance of any sort, must be prepared. This list
is known as the plant register.

The register should be designed in a way which makes it possible to
keep track of the assetsthathavebeen analysed using RCM, those that have
yet to be analysed and those that are not going to be analysed. (The plant
register is also needed for other aspects of maintenance management, such
as the planning and scheduling of routine and non-routine maintenance
tasks, history recording and maintenance cost allocation. As a result, it
should be set up and the associated numbering systems designed in such
a way that it can be used for all these purposes.)

Chapter 4 explained that RCM can be applied at almost any level in a
hierarchy. Italso suggested that the most appropriate levelis the level which
leads to areasonably manageable number of failure modes per function.
‘Appropriate’ levels become much easier to identify if the plant register
1s set up as a hierarchy which makes it possible to identify any system or
any asset at any level of detail, down to and includingindividual compo-
nents (‘line replaceable items’) or even spare parts.

The truck on page 85 provides one example of such ahierarchy. Figure
A1.1 overleaf shows another example covering a boiler house in a food
factory.
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Alistdrawnup for the assetsin
this hierarchy, together with a
hierarchical numbering system
foreach asset, might appear as
shown in Figure A1.2.

Figure Al1.2
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Functional hierarchies and functional block diagrams

Itis possible to develop ahierarchy showing the primary tunctions ofeach
of the assets in the asset hierarchy. Figure A1.3 overleaf shows how this
might be done for the asset hierarchy shown in Figure Al.1.

Variations of the functional hierarchy in Figure A1.3 are used to show
the relationships between functions at the same level. These are usually
known as ‘functional block diagrams’, and they can be used to depict the
relationships in a number of different ways. For instance, Smith!*?
defines a functional block diagram as ‘a top level representation of the
major functions that the system performs’. On the other hand, Blanchard
& Fabrycky!°, who prefer the term ‘functional {low diagram’, suggest
that these diagrams can be prepared at many different levels. Smithtendsto
use the diagrams to show the movement of materials, energy and control
signals through and between different elements of a system, whereas Blan-
chard & Fabrycky use them to depict the movement of single asset through
different mission phases (such as an aircraft moving from start-up to taxi,
take-off, climb, cruise, descent, landing and so on.)

A functionalblockdiagramforthe boilerhousein Figure A1.1showsthatthe coal
flows from the coal handlingplant to the two boilers, and the residue to the ash
handlingplant. It also shows what materials and services flow across the system
boundaries. Thisisillustratedin Figure A1.4 on page 332, which goes on to show
a more detailed functional block diagram for one of the boilers. A more complex
version of these diagrams could also be used to show what control and indication
signals pass across the system boundar[es.

Functional hierarchies and functional block diagrams are an essential part
of the equipment design process, because designstarts with a list of desired
functions and designers have to specify an entity (asset or system) which
is capable of fulfilling each functional requirement.

As mentioned in Chapter 2, functional block diagrams can also be of
some help when RCM is applied to facilities where the processes or the
relationships between them are not intuitively obvious. These tend to be
large, poorly accessible, very complex, monolithic structures such as naval
vessels, combat aircraft and the less accessible parts of nuclear facilities.

However, in most other industrial applications (such as thermal power
stations, food and automotive manufacturing plants, offshore oil plat-
forms, petrochemical and pharmaceutical plants and vehicle fleets), there
is usually no need to draw up functional block diagrams before embarking
on an RCM project, for the following reasons:
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WHATITIS ...

Figure A1.3
Asset Hierarchy .....

Appendix 1: Asset and Functional Hierarchies

WHATIT DOES ...

Figure A1.3 (continued)
..... with Corresponding Functional Hierarchy
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Figure A1.4: Functional Block Diagrams

* in most industries, the relationships between different processesis usu-
ally well enough understood by the participants in RCM review groups
to make these diagrams unnecessary.

For example, the boiler house operators and maintainers would be fully aware
of the fact that coal, water and air go into the boiler at one end and that steam,
flue gas and ash (and occasionally dirty water) come out of the other. Most of
them would probably regard the notion that these simple facts should be drawn
inadiagram atbest as a waste of time. As discussed atlengthin Chapter?2, the
real challenge is not to identify the simple and usually obvious relationships be-
tween processes, but to define the desired performance relative to the initial
capability for allthe key elements of each system, and then to define what must
be done to ensure that the system continues to deliver the desired performance.

i
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Appendix 1: Asset and Functional Hierarchies

Incasesof uncertainty, equipment is usually accessibleenoughfor it tobe
easyto goandseewhat goes where, and if not, the required information
can be extracted from a set of process and instrumentation drawings. In
fact,agoodsetofP&ID’ s nearly always eliminates the need for functional
block diagrams entirely as a precursor to the application of RCM. In
suchcases,blockdiagramsadd significantly to the time,effortand cost
of the RCM process while adding nothing to its value.

functional block diagrams only identify primary functions ateach level,
so they only tell part of the story. (For instance, nearly all the assets at the
fourth level and below in Figure Al.1 have a secondary containment
function. This cannot be shown in a functional block diagram without
making it unmanageably cumbersome.)

as explained in Part 3 of Chapter 2, the principal functions of the assets
in the hierarchy above the level chosen for the analysis should be sum-
marised in suitably worded operating context statements. These state-
ments are written only forthose assets which are relevantto the analysis
in question. As a result, time is not wasted defining the functions of
assets which are not germane to the asset under consideration. (If large
numbers of assetsare analysed, these high-level context statementsevolve
into a de facto functional hierarchy for the entire organisation --one that
is far more detailed than a crude, single-statement-per-asset diagram.)

assets at or below the level chosen for the analysis are dealt with as part
of the normal RCM process. Part 7 of Chapter 4 showed that the func-
tions of lower level assets are either listed as secondary functions in the
main analysis, or dealt with as failure modes, or in the case of exception-
ally complex subsystems, broken out for separate analysis.

For instance, the example of the truck shown in Figure 4.11 in Chapter 4
showedhow a blockage inthefuelline could simplybe treated asa failure mode

of either the engine or the drive system, without needing a separate function
statement for the fuel system or the fuel line.

(In the author’s experience, functional block diagrams tend to be of most
valueto outsiders seeking to apply RCM on behalf of equipment users. Be-
cause they are outsiders, they need these diagrams - usually prepared at the
expense of the owners of the assets — to improve their own understanding
of the processes which they are about to analyse. The best way to avoid
this expense is not to employ outsiders as analysts in the first place, but
rather to train people who have areasonable first-hand working knowledge
of the plant as RCM facilitators.)
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System boundaries

When applying RCM to any asset or system, it is of course important to
define clearly where the ‘system’ to be analysed begins and where it ends.
If a comprehensive asset hierarchy has been drawn up and a decision
taken to analyse a particular asset at a particular level, then the ‘system’
usually automatically encompasses all the assets below that system in the
asset hierarchy. The only exceptions are subsystems which are judged to
be so insignificant that they will not be analysed at all, or very complex
subsystems which are set aside for separate analysis.

Care is needed with control loops which consist of a sensorin one sys-
tem which sends a signal to a processor in a second system, which in turn
activates an actuator in a third. Chapter 4 explained that thisissuecanoften
be dealt with either by conducting the analysis at a highenoughlevel to en-
sure that the ‘system’ encompasses the entire loop, or by analysing control
systems separately (after the controlled systems have beenanalysed). How-
ever, sometimes thisis not practical, in which case a decision must be made
as to which system will encompass the control loop in its entirety.

Care is also needed to ensure that assets or components right on the
boundaries do not ‘fall between the cracks’. This applies especially to
items like valves and flanges.

[t is wise not to be too rigid about boundary definitions, because as
understanding grows during the RCM process, perceptions about what
should or should not be incorporated in the analysis frequently change.
This means that boundaries may need to be extended toincorporate some
subsystems, others may be dropped and yet others which are included
initially may be set aside for later analysis.

(Again, the strongest exponents of rigid boundary definitions tend to be
external contractors seeking to apply RCM on behalf of end-users, because
system boundaries must be defined precisely in order to define the com-
mercial scope of the contracts. The fact that the analysis is the subject of a
formal contract means that boundaries have to be defined much more pre-
cisely—~and muchmorerigidly —thanisnecessary froma purely technical
point of view. Contracts of this type then either have to be renegotiated
every time a boundary needs to be changed, or the boundary is not moved
when it should be, resulting in a suboptimal analysis. The best way to avoid
the time and cost associated with these commercial manoeuvrings istoavoid
contracting out this aspect of maintenance policy formulation altogether.)
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Appendix 2:
Human Error

Chapter 4 mentioned that a great many equipment failures are caused by
‘human error’. [t went on to mention that if a specific human error is con-
sidered to be a credible reason why a functional failure could occur, then
that error should be included in the FMEA. However, human error is an
enormous subject in its own right. The purpose of this appendix is to pro-
vide a brief summary of the major categories of human error, and to suggest
how they might be dealt within the framework of RCM.

Principal Categories of Human Error

When considering the interaction between people and machines, Blan-
chard et al'*® group the main factors under four headings:

* anthropometric factors

* human sensory factors

* physiological factors

* psychological factors.

Nearly every ‘human error’ can be traced to a failure or a problem which
hasoccurredin atleastone of these fourareas. As aresult, wereview them
briefly in the first part of this appendix, before looking in more detail at
the fourth category.

Anthropometric factors

Anthropometric factors are those which relate to the size and/or strength
of the operator or maintainer. Errors occur because a person (or part of a
person, such as a hand or arm):

- simply cannot fit into the space available to do something

- cannot reach something

- is not strong enough to lift or move something

If a failure is occurring or is reasonably likely to occur for any of these
reasons, it is highly unlikely that a proactive maintenance task will be
foundtodeal withit. Notealsothatifahumanerroroccursforone of these
reasons, thehumanerroris not the root cause. The failure mode is actually
poor design and the resulting human error is a failure effect.
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If the consequences are such that something must be done about a fail-
ure whichis occurring for anthropometric reasons, the only viable course
of action is likely to be redesign. This will nearly always involve recon-
figuring the asset in such a way that it becomes more accessible or easier
to move. In this context, Figure A2.1 shows some dimensions which are
considered by the US Navy to be adequate for reasonable human access
in confined spaces.

120 130 | -
om cm
; -

}4«70 cm-»,

Iy
I««1OO cm ~+f |<- 90 cm-—»

fo——— 113 cm——s]

Figure A2.1:
Where people fit
(From NAVSHIPS 94234, Maintainability Design Criteria Handbook for
Designers of Shipboard Electronic Equipment. US Navy, Washington DC)
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Appendix 2: Human Error

Human sensory factors

Human sensory factors concern the ease with which people can see, hear,
feel andeven smell what is going on around them. In the case of operators,
this tends to apply to the visibility and legibility of instruments and con-
trol consoles. For maintainers, it relates to the visibility of components in
the nooks and crannies of complex systems. The volume and variability
of background noise levels also affect the ability of both operators and
maintainers to discern what is happening to their equipment.

Note again that if errors are occurring or thought to be likely for these
reasons, the humanerroris not the rootcause, but is the effect of some other
failure. The remedies alsousually entail redesigning the asset (making things
easier to see, reducing noise levels).

Physiological factors

The term ‘physiological factors’ refers to environmental stresses which
affect human performance. The stresses include high or low temperatures,
loud or irritating noises, excessive humidity, high vibration, exposure to
toxic chemicals or radiation, or simply working for too long — especially
at a physically or mentally demanding task — without an adequate break.

Sustained exposure to these stresses leads to reduced sensory capacity,
slowermotorresponses andreduced mental alertness. These are all mani-
festations of (human) fatigue, and all greatly increase the chances that the
people concerned will make aslip, lapse or mistake. (These three terms are
defined in the next section of this appendix.)

[f errors occur or are thought to be likely for any of these reasons, the
human is once again not the root cause, but the error is the effect of some
other failure. Again, if the consequences warrant it, the remedy is likely
to be some form of once-off change. Either the design of the physical en-
vironment can be changed in such a way that the error-inducing stresses
are reduced (for instance, by reducing temperatures or by providing hearing
protection), or operating procedures could be changed in a way that gives
overstressed people a chance to recover (longer, more frequent or more
carefully timed rest breaks).

Another environmental stress factor is a relentlessly hostile or adver-
sarial organisational climate. While this does not necessarily have a physio-
logical effect, it can lead to an increased predisposition towards psycho-
logicalerrors. Inmany cases, itboils down toexcessive and inappropriate
use of high task/low relationship leadership styles. Unfortunately, there
is not much that RCM can do about this problem.
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However, what RCM can do is alleviate — if not eliminate — the hostile
relationship which so often exists between maintenance and operations
people, as explained on page 268. This makes people less inclined to blame
each other for errors, and more inclined to find solutions.

Psychological factors

The three sets of factors discussed so far all relate to external phenomena
which cause the human to make an error. As a result, they are relatively
easy to identify and to deal with (although doing so may sometimes be
expensive). A far more complex and challenging category of errors are
those which find theirroots in the psyches of the humans themselves. As
a result, these psychological factors are discussed in more detail in the
next section of this appendix.

Psychological errors

Reason ! divides the psychological categories of human error into those
which are unintended and those which are intended. An unintended error
is one whichoccurs when someone does a task which he or she shouldbe
doing, but does it incorrectly (“does the job wrong”). An intended error
occurs when someonedeliberately sets out to dosomething, but what they
doisinappropriate (“‘doesthe wrongjob”). Reasondivides these two catego-
ries further as follows:

_ MISTAKE _

Figure A2.2:
Categories of
psychological errors

(VIOLATION

wwwempediaeir

o dolidfd

Appendix 2: Human Error 339
* unintended errors are subdivided into slips and lapses

* intended errors are subdivided into mistakes and violations.

These categories are illustrated in Figure A2.2 and are discussed briefly
in the following paragraphs.

Slips and lapses

Slips and lapses are also known as skill-based errors. They occur when
somebody who s fully qualified to do a job - and who may evenhave done
it correctly many times in the past — does the job incorrectly. Slips occur
when somebody does something incorrectly (for instance, if an electrician
wires a motor incorrectly, causing it to run backwards). Lapses occur
when someone misses out a key step in a sequence of activities (for in-
stance, if a mechanic leaves a tool behind after working in a machine or
forgets to fit a key component while reassembling it.)

Theseerrorsusually happenbecause the person concerned was distracted,
preoccupied or simply ‘absent minded’. As a result, they are usually un-
predictable, although their likelihood increases if the person is working
inaphysically hostile environment, or if the task is exceedingly complex.
However, if the environment is reasonably benign and the task is fairly
simple, then this category of human errors is perhaps the only one where
it is fair to describe the error as the root cause of failure.

The possibility of a great many slips and lapses can be reduced if opera-
tors andmaintainers are involved directly in the RCM process (especially the
FMEA). This leaves them with amuch broader and deeper understanding of
theeffectsand consequences of their actions, which inturnresults in greater
motivation to do the job ‘right first time’. This applies especially to tasks
where the consequences of failure are likely to be most serious.

Another approach to slips which occur during assembly is based on the
assumption that if something can be installed incorrectly, it will be. The
remedy is to go back to the drawing board and:

* redesign systems in such a way that they can only be assembled in the
correct sequence

* redesign individual components in such a way that they can only be
installed the right way round and in the right place.

This is the essence of the Japanese concept of poka yoke (‘mistake proof-
ing’). Ideally this philosophy should be applied to original designs rather
than retrofitted toexisting assets, because it is usually cheaper to build in
good practice initially than to modify out bad practice later.
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Mistakes 1: Rule-based mistakes

Rule-based mistakes occur when people believes that they are following
the correct course of action when doing a task (in other words, applying
a ‘rule’), but in fact the course of action is inappropriate. Rule-based
mistakes are further subdivided into misapplication of a good rule and
application of a bad rule.

In the first case, under a given set of conditions, a person selects a course
of action which seems appropriate, usually because it has been successful
indealing with similar conditions in the past —hence the term ‘goodrule’.
However, some subtle variations on this occasion mean that the course of
action, undertaken deliberately, is wrong.

For instance, a protected system might be set up in such a way that excessive
pressure should cause an alarm to sound and a warning light to illuminate. How-
ever, a situation might arise where the alarmis failed, the pressure increases and
the lightcomes on. Theabsence ofthe alarm may leadthe operatortobelieve that
the warning light on its own is only a false alarm, especially if it has a history of
spurious failures. In this case, the operator may choose to take no action until the
light is repaired — a course of action which has been appropriate in the past. On
this occasion however, it is not the right thing to do.
The applicationof abad rule means just whatitsays. The normally chosen
or prescribed course of action is just plain wrong.
A classic example of abad ruleis a maintenance program which schedules items
for fixed interval overhauls in order to deal with failure modes which conform to
failure pattern E or F (see Figure 1.5 or 12.1). In the case of Pattern F especially,
an action designed to improve reliability will in fact make it worse, by upsetting a
stable system and inducing infant mortality.
Inthese cases, the ‘rootcause’ of the failure is the rule itself or the process
by which it is selected. If the rule is promulgated or selected by someone
otherthan the person who performs the task —in other words, if the person
doing the task is only following orders - then the mistake isreally the effect
of another failure.

The RCM process helps to reduce the possibility of misapplying good
rules in two ways:

* the thorough analysis of failure effects, especially what could happen
ifahiddenfunctionisinafailedstate when it is needed, meansthatpeople
are less likely to jump to inappropriate conclusions when the situation
does arise (especially if they have been involved in the RCM process)

* by focusing attention on the functions and maintenance of protective
devices, the RCM process greatly reduces the probability that these
devices will be in a failed state in the first place.
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The chances of bad habits developing are also reduced if care is taken
during the FMEA to identify failure modes which give rise to spurious
alarms, and to take steps subsequently to reduce them to a minimum. (In
cases where the frequency and/or the possible consequences of a false
alarm warrant it, the most appropriate remedy usually entails redesign.)

RCM helps to reduce the possibility of applying bad rulesbecause the
whole RCM process is all about defining the most appropriate ‘rules’ for
maintaining any asset.

Of course, care must be take to ensure that the rules of RCM itself are
notappliedbadly. This is bestdone by ensuring that everyoneinvolvedinthe
application of RCM is adequately trained in the underlying principles.

Mistakes 2: Knowled ge-based mistakes

Knowledge-based mistakes occur when someone is confronted with a
situation which has not occurred before and which has not been anticipa-
ted (in other words, one for which there are no ‘rules’). In situations like
this, the personhas to make a decisionaboutan appropriate course of action,
and a mistake occurs if this decision is wrong.

Inpractice, the author has found that acommon problem which occurs
inthis contextis abelief on the part of senior managers and engineers that
“I'know, therefore my company knows”. In fact, if a crisis occurs late at
night when all the senior people are off-site, the requisite knowledge is use-
lessifitis notin the mind of the person who has to take the first steps to
deal with the crisis.

This suggests that first and most obvious way to avoid knowledge-based
mistakes is to improve the knowledge of the people who have to make the
decisions. In most cases, these are the operators and maintainers. Opera-
tors and maintainers are likely to make appropriate decisions more often
if they clearly understand how the systemworks(its functions), whatcan go
wrong (functional failures and failure modes), and the symptoms ofeach
failure (failure effects). As mentioned several times in chapters 2, 13 and
14, thisunderstanding ishugely enhanced if operators and maintainers are
involved directly in the RCM process. The most important findings can be
disseminated subsequently to people who do not participate in the analysis
by incorporating the findings into training programs.

If necessary, the possibility of knowledge-based mistakes can also be
reduced by designing (or redesigning) systems in ways which:

* minimise complexity, so that there is less to know
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« minimisenovelty, because new and alien technologies putpeople at the
bottom of the learning curve, where mistakes are most likely to happen

« avoid tight coupling. This means designing systems in such a way that
if failures do occur, consequences develop slowly enough to give people
time to think and hence more opportunity to make the right decisions.

Violations
A violation occurs when someone knowingly and deliberately commits

an error. Violations fall into three categories:

e routine violations. For instance, when people make ahabitof not wear-
ing items of protective clothing (such as hard hats) despite rules which
clearly state that they should

« exceptional violations. For instance, if someone who usually wears a
hard hat knowingly rushes outside without the hat on “because they
couldn’t find it and didn’t have time to look for it”

« sabotage. This occurs when someone maliciously causes a failure.

The remedy for routine and exceptional violations usually consists of ap-
propriate enforcement of the rules by management. However, once again,
involvement in the RCM process gives people a clearer understanding of
the need for safety procedures and the risks they arerunningifthey violate
them. The management of sabotage is beyond the scope of this book.

Conclusion
The most important conclusions to emerge from this appendix are that:

* not all human errors are necessarily the fault of the person who made
the error. In many cases, the error is either forced by external circum-
stances or by inappropriate rules. So if blame is to be allocated for any
error, care must be taken to identify the real source

human error is at least as common a reason why equipment fails to do
what its users want it to do as deterioration, if not more so. As a result,
it should be dealt with as part of the RCM process, either as a failure
mode when it is a root cause, or as a failure effect when it consists of
inappropriate responses to other failures

in the industrialcontext, itis only possible to come to grips with human
errors if the people involved in committing the errors are involved
directly in identifying them, and developing appropriate solutions.
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Appendix 3:
A Continuum of Risk

Chapter 5 suggested that it might be possible to produce a schedule of
acceptable risks which combines safety risks and economic risks in one
continuum. [t suggested that this might be made possible by combining
Figures 5.2 and 5.14 in some way.

Figure 5.14, repeated as Figure Trivial
. up to £100

A3.1, showed what an organi- £1000
sation might decide that it can €10 000
accept for one event that has £100000 -
economic consequences only. £1000 000 -

) £10000000 + -
Figure A3.1:
Acceptability of economic risk 110" 10% 10° 10* 10° 10°¢

Figure 5.2 depicted what
one individual might be
prepared to tolerate in a

Complete control, full choice
(in my car or home workshop)

Some control, some choice

. . . at work,
specific situation from (atwork
A No control, some choice

any event which could (in & passenger plane)

No control, no choice
(oft-site) \

104 10° 10% 107 10°®

prove fatal in that situation,
as summarised in Figure A3.1.

Figure A3.2: Acceptability of fatal risk

Infact, these two charts cannotbe combined as they stand, because Figure
A3.11s based on the probability of a single event while Figure A3.2 de-
picts what one individual might consider to be tolerable for any event.
However, withrespect to the latter, part 3 of Chapter 5 went on to show
that it is possible to use what one individual tolerates from any event in
a given situation as a basis for deciding what probabilities apply to each
event which could place him or her at risk in that situation, as follows:
Thefirststep istoconvertwhatonepersontolerates toanoverallfigure for anentire
site. Inotherwords, if | tolerate a probability of 1 in 100 000 (10*) of beingkilled at
work in any one year and | have 1 000 co-workers who all share the same view,

then we all accept thatonaverage 1 person per year onour site will be killed at work
every 100 years — and that person may be me, and it may happen this year.
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The next step was to translate the probability which myself and my co-
workers are prepared to tolerate that any one of us might be killed by any
event at work into a tolerable probability for each single event (failure
mode or multiple failure) which could kill someone.

Forexample, continuingthelogic of the previous example, the probability thatany

one of my 1 000 co-workers will be killed in any one year is 1 in 100 (assuming
that everyone on the site faces roughly the same hazards). Furthermore, if the

activities carried out on the site embody
(say) 10 000 events which could kill some-
one, then the average probability that each
event could killone person must be reduced
to 10*. This means that the probability of an
eventwhichislikelytokilltenpeoplemustbe
reduced to 107, while the probability of an
eventthathasa1in 10chance ofkillingone
person must be reduced to 10. On a site
thatis divided into several areas and where
each areaisfurtherdivided into several sec-
tions, this process of subdividing acceptable
risk could be carried outin stages, as shown

SITE = 102
|

| T T I 1
Areat Area2 Area 3 Aread Area s
2x10® 10% 10° 10® 5x10?

Ii T I 1
Line1 Line2 Line3 Line4 Line5
2x10* 10* 2x10* 10* 4x10*

|

f T ]
Event1 .. Event50 ... Event 100

{Could kitt 1) (Could kill 10)  (Could kill 1)
10° 107 10¢
Figure A3.3:

From whole site to one event

in Figure A3.3.

In the example shown, an ‘event’ is either:

* a single failure mode (as defined in the FMEA) which on its own has
lethal consequences. The probability allocated to this type of event de-
fines the ‘tolerable level’ which is referred to when the RCM process
asks the question “Does this task reduce the probability of the failure
to an acceptable level?”. See page 102.

a multiple failure where a protected system fails and the protective
device which should have rendered the system non-lethal is itself in a
failed state. The probability allocated to this type of event defines the
‘acceptable level” which is referred to when the RCM process asks
“Does this task reduce the probability of the multiple failure to a toler-
able level?” See page 122. It is also the probability used to establish
M, when setting failure finding intervals. See page 179.

Incomplex systems, itis likely that an approach similar to afault tree ana-
lysis would be used to allocate probabilities (see Andrew and Moss'**?).
However, in this case, we work downwards from a top-event probability
(the probability of a fatal accident anywhere on the site) to establish ob-
jectives for each safety-oriented proactive task and to determine failure-
finding task intervals, rather than upwards to determine a top-event pro-
bability based on an existing maintenance program.

wwwempediaeir

< 4obiiafd

Appendix 3: A Continuum of Risk 345

A detailedexamination of fault trees is beyond the scope of this book.
The purpose of this appendix is only to suggest how it might be possible
to convert risks which individual members of society might be prepared
to tolerate (another manifestation of ‘desired performance’) into mean-
ingfulinformation which canbe used to establish a maintenance program
designed to deliver that performance.

The process described above can be used to produce a graph showing
the probabilities of a single fatal event at work which would flow from the
risks which one individual is prepared to accept, on the assumption that
his or her judgement is accepted by everyone else on the site. This is
illustrated in Figure A3.4. Note that in the next four graphs, the X-axis
represents the probability of any one event occurring in any one year, (or
more accurately, the annual failure rate.)

10° 10% 107 10® 10° 10°%
1in 10 chance of killing 1 employee - e

Likely to kill 1 employee

Figure A3.4:
Acceptability of one
lethal event where

I have some control
and some choice

Likely to kill 10 employees \ _

Likely to kill 100 employees |

Likely to kill 1 000 employees -

+ ¥

'The same process could be applied to the situation in which the likely
victims have no control but some choice aboutexposing themselves to the
risk. The example in Figure A3.2 suggests thatan airline passenger might
be a typical example of someone in this situation. From the maintenance
viewpoint, such people are likely to be users of mass transport systems,
or people visiting large buildings (shops, offices, sports stadiums, theatres,
and so on). In general, these people could be called ‘customers’.

In this case, if they all tolerate the same risk as the individual in Figure
A3.2 (and there are the same number of potentially life-threatening events
inherent in the system), the process of apportioning risk used in Figure
A3.3 could lead to the single-event probabilities shown in Figure A3.5.

10° 107 10® 10* 10" 10"
1in 10 chance of killing 1 customer M

Likely to kill 1 customer

Figure A3.5:
Acceptability of one
lethal event where
I have no control
and some choice

Likely tokill 10 customers

Likely to kill 100 customers

Likely to kill 1 000 customers
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Similar reasoning applied to the no control/no choice scenario might
yield the single event probabilities shown in Figure A3.6. (In practice,
most individuals are likely to accept an even lower probability of being
killed for this reason than is shown in Figure A3.2 —the so-called ‘dread’
factor. However, in most facilities, fewer events would be likely to have
off-site consequences, so the probability for each event might end up

about the same.)
107 10 10° 10 1011 1012

1in 10 chance of killing 1 person off site

. Likely to kill 1 person off-site
Figure A3.6: y P

Acceptability of one
lethal event where
I have no control
and no choice

Likely to kill 10 people off-site

Likely to kill 100 people off-site

Likely tokill 1 000 people off-site ~

Once acceptable probabilities have been determined for single events as
shown in Figures A3.1, A3.4, A3.5 and A3.6, itis of course possible to
combine them into asingle ‘continuum of risk’, as shown inFigure A3.7.

110" 102 10° 10 10° 10® 107 10® 10°

Figure A3.7: Trivial
A “continuum of risk"

Up to £100

£1000

£10 000

£100 000

£1mor1in 10 chance
of killing 1 employee

>£ 10 m orlikely to kill 1 employee
or 1in 10 chance of killing 1 customer

Likely to kill 10 employees or 1 customer or
1in 10 chance of killing 1 person off-site

Likely to kill 100 employees or
10 customers or 1 person off-site

Likely to kill 1 000 employees or

100 ¢ustomers or 10 people off-site

1 10" 102 10° 10* 10® 10° 107 10 10°

Please note once again that these figures are not meant to be prescriptive

and do not necessarily reflect the views of the author or any other organi-
sation or individual as to what should or should not be acceptable.

i
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Figure A3.7is also not intended to imply that | employee is worth £1()
million. That figure represents a point at which two different value systems
happentocoincide. The financial risks which Yourorganisationis willing
toacceptand the personal risks which your employees and customers (and
society as a whole in the case of no control/no choice hazards) are prepared
tF) accept may lead to a completely different set of figures in your opera-
ting context.

The key point is that the criterion upon which the whole RCM philo-
sophy is based is what is tolerable, not what is practicable or what is a
current industry norm (although these may coincide). Part 3 of Chapter
5 suggested that the people who are both morally and practically in the
best position to decide what is tolerable are the likely victims. These are
the shareholders and their management representatives in the case of
financialrisks, and employees, customers and the managers who have to
clear up afterwards (and bear the responsibility) in the case of personal
risks. As mentioned above, this appendix shows one way in which it may
be possible to turn informed consensus about tolerable risk into a frame-
work for setting targets for maintenance programs designed to deliver it.

Finally, please bearin mind that the approach outlined in this appendix
is notintended to be prescriptive. [f you have access to a different frame-
work which satisfies all the parties involved, then by all means use it.



Appendix 4:
Condition Monitoring Techniques

1 Introduction

Chapter 7 explained at length that most failures give some warning of the
fact that they are about to occur. This warning is called a potential failure,
and is defined as an identifiable physical condition which indicates that
a functional failure is either about to occur or is in the process of occurring.
On the other hand, a functional failure s defined as the inability of an item
10 meet a specified performance standard. Techniques to detect potential
failures are known as on-condition maintenance tasks, because items are
inspected and left in service on the condition that they meet specified
performance standards. The frequency of these inspectionsis determined
by the P-F interval, which is the interval between the emergence of the
potential failure and its decay into a functional failure.

Basic on-condition maintenance techniques have existed as long as
mankind, in the formof the human senses(sight,sound,touchand smell).
As explained in Chapter 7, the main technical advantage of using people
inthis capacity is thatthey candetectavery wide range of potential failure
conditions using these four senses. However, the disadvantages are that
inspection by humans is relativelyimprecise, and the associated P-F in-
tervals are usually very short.

But the sooner a potential failure can be detected, the longer the P-F
interval. Longer P-F intervals mean that inspections need to be done less
often and/or that there is more time to take whateveraction isneeded to
avoid the consequences of the failure. This is why somucheffortisbeing
spent on trying to define potential failure conditions and develop tech-
niques for detecting them which give the longest possible P-F intervals.

However, Figure A4.1 opposite shows thata long P-F interval means
that the potential failure mustbe detected ata pointwhichishigherupthe
P-Fcurve. But the higher we move upthiscurve, the smallerthe deviation
from the "normal" condition, especially if the final stages of deterioration
are not linear. The smaller the deviation, the more sensitive must be the
monitoring technique designed to detect the potential failure.
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Smaller deviation from ‘normal” needs
more sensitive monitoring equipment Larger deviation
but gives longer P-F interval N from “normal” but
\ shorter P-F interval
“Normal”
Figure A4.1:

P-F intervals
and deviations
from “normal”
conditions

Condition ——>

2 Categories of Condition Monitoring Techniques

Most of the smaller deviations tend to be beyond the range of the human
senses and can only be detected by special instruments. In other words,
equipment is used to monitor the condition of other equipment, which is
why the techniques are called condition monitoring. This name distin-
guishes them from the other types of on-condition maintenance (perform-
ance monitoring, quality variation and the human senses).
Asmentioned in Chapter 7, condition monitoring techniques arereally

no more than highly sensitive versions of the human senses. In the same
way as the human sensesreact to the symptoms of a potential failure (noise

smells, etc), so condition monitoring techniques are designed to detec£
specific symptoms (vibration, temperature, etc). For the sake of simplicity,
these techniques are classified according to the symptoms (or potential
failure effects) which they monitor, as follows:

dynamic effects. Dynamic monitoring detects potential failures (espe-
cially those associated with rotating equipment) which cause abnormal
amounts of energy to be emitted in the form of waves such as vibration,
pulses and acoustic effects.

. particle. effects. Particle monitoring detects potential failures which
cause discrete particles of different sizes and shapes to be released into
the environment in which the item or component is operating.

* chemical effects. Chemical monitoring detects potential failures which
cause traceable quantities of chemical elements to be released into the
environment.
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o physical effects. Physical failure effects encompass changes in the
physical appearance or structure of the equipmentwhich can be dctc‘?c-
ted directly, and the associated monitoring techniques detect potential
failures in the form of cracks, fractures, the visible effects of wear and
dimensional changes.

temperature effects. Temperature monitoring techniques look for po-
tential failures which cause a rise in the temperature of the equipment
itself (as opposed to a rise in the temperature of the material being
processed by the equipment).

electrical effects: Electrical monitoring techniques look for changes in
resistance, conductivity, dielectric strength and potential.

An enormous variety of techniques has been developed and more are
appearing all the time, so it is not possible to produce an exhz.mstlve list
of all the techniques available at any time. This appendix provides avery
brief summary of96 of the techniques currently available. Some of these
are well-known and well-established, while others are in their infancy or
even still under development.

However, whetheror not any of these techniques is technically feasible
and worth doing in any context should be assessed with the same rigo%lr
as any other on-condition task. To help with this process, this appendix
lists the following for each technique: .

« the potential failure conditions which the technique is meant to detect

(conditions monitored)

» the equipment it is designed for (applications) ‘
o the P-F intervals typically associated with the technique (P-F interval)

_ for obvious reasons, this can only be a very rough ‘ballpark’ guide
« how it works (operation) .

« the training and/or level of skill needed to apply the technique (skill)
« the advantages of the technique (advantages)

« the disadvantages of the technique (disadvantages). .

Finally, before considering specific techniques, itis worth r}otnpg that a
great deal of attention is being focused on condition monitoring ng\y-
adays. Because of its novelty and complexity, itis often r'egarded asbeing
completely separate fromother aspects of scheduled maintenance. How-
ever, we should not lose sight of the fact that condition monitoring is only
one form of proactive maintenance. When itisused, itshould be designed
into normalschedules and schedule planning systems wherever possible,
and not made subject to expensive parallel systems.
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3 Dynamic Monitoring

A Preliminary Note on Vibration Analysis

Equipment which contains moving parts vibrates at a variety of frequencies.
These frequencies are governed by the nature of the vibration sources, and can
vary across a very wide range or spectrum. For instance. the vibration frequen-
cies associated with a gearbox include the primary frequencies of rotation of the
shafts (and their harmonics), the tooth contact frequencies of dif ferent gear sets,
theballpassingfrequencies of the bearings and so on. [f any of these components
starts to fail, its vibration characteristics change, and vibration analysis is all
about detecting and analysing these changes.

This is done by measuring how much the item as a whole vibrates, and then
using spectrum analysis techniques to home in on the frequency of vibration of
each individual component in order to see whether anything is changing.

However, the situation is complicated by the fact that it possible to measure
three different characteristics of vibration. These are amplitude, velocity and
acceleration. So step one is to decide which of the characteristics is going to be
measured — and what measuring device is going to be used ~ and then step two
is to decide whichtechnique will be used to analyse the signal generated by the
measuring device (or sensor). In gener |, amplitude (or displacement) sensors
are more sensitive at lower frequencies, velocity sensors across the middle ranges
and accelerometers at higher frequencies. The strength of the signal at any fre-
quency is also influenced by how closely the sensors are mounted to the source
of the signal at that frequency.

Another important characteristic of vibration is ‘phase’. Phase refers to ‘the
position of a vibrating part at a given instdint with reference to a fixed point or
another vibrating part’. As a rule, phase measurements are not taken during
normal routine vibration measurements, but can provide valuable information
when a problem has been detected (such as imbalance, bent shafts, misalignment,
mechanical looseness, reciprocating forces and eccentric pulleys and gears).

Fourier analysis also plays an important part in vibration analysis. Fourier
discovered that all complex vibration curves (level against time) can be broken
down into many simple sinusoidal curves (each of one frequency with one amp-
litude). Hence by doing a ‘Fourier analysis’, a complex wave can be broken
down into a variety of levels (amplitudes) at a variety of frequencies. In effect,
the variation level against time has been transformed into a constantly changing
display of amplitude against frequency. The process by which this is done is
now called a ‘fastFourier transform’ (FFT).

Therole of expert systems in vibration analysis is rapidly coming of age. Some
systems can now find and diagnose problems as consistently as experienced
vibration analysts. They are great time savers, and also enable users to compare
readings with all the data from previous measurements.

The rest of this part of this chapter looks at vibration analysis in more detail.
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3.1 Broad Band Vibration Analysis

Conditions monitored: Changes in vibrational characteristics caused by fatigue,
wear, imbalance, misalignment, mechanical looseness, turbulence, etc.

Applications: Shafts, gearboxes, belt drives, compressors, engines, roller bear-
ings. journal bearings, electric motors, pumps, turbines, etc.

P-F interval: Limited warning of failure

Operation: A broad band vibration system consists primarily of two parts: a
transducer which is mounted on the point of measurement to convert mech-
anical vibrations into an electrical signal, and ameasuring and indicating device
called a vibration meter, which is calibrated in vibrational units. Monitors the
overall reading of the vibration signature which is simply the root mean square
(RMS) value of the broad band signal. Itis asimple value and is suited primarily
to a single sinusoidal wave rather than a complex wave. Such meters have a
constant frequency response over the range 20 Hz to 1000 Hz

Skill: To use the equipment and record the vibration: a semi-skilled worker

Advantages: Can be very effective in detecting a major imbalance of rotating
equipment. Can be used by inexperienced personnel. Cheap and compact. Can
be portable or permanently installed. Minimal data logging. Interpretation and
appraisals can be based on published condition acceptability criteria such as
VDI 2056 from Germany

Disadvantages: The broad band signal provides little information about the nature
of the fault. In initial spectra, spectral peaks are much lower and contribute very
little to the overall broad band signature. When these spectral peaks do grow the
equipment is normally in an advanced state of deterioration. Difficult to set
alarm levels. Lacks sensitivity.

3.2 Octave Band Analysis
Conditions monitored and applications: As for broad band vibration
P-F interval: Days to weeks depending on application

Operation: Fixed contiguous octave and fractional octave filters divide the fre-
quency spectrum into a series of bands of interest, which have a constant width
when plotted logarithmically. The average output from eachfilter is measured
successively, and the values are displayed by a meter or plotted on a recorder

Skill: To operate equipment and interpret results: a suitably trained technician

Advantages: Simple to use when the measurement parameters have been previ-
ously determined by anengineer: Portable: Relatively inexpensive: Good detection
abilities using fractional octave filters: Recorder provides a permanent record.
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Disadvantages: Limitedinformation for diagnostic purposes: Diagnostic ability
also limited by logarithmic frequency scale: Relatively long analysis time. )

3.3 Constant Bandwidth Analysis

Conditions monitored: Changes in vibrational characteristics caused by fatigue
wear, imbalance, misalignment, mechanical looseness and turbulence, and toiden-
tify multiple harmonics and sidebands

A[;/)lz('clru)rl.\".' Shafts, getdrboxcs, beltdrives, compressors, engines, roller bearings,
journal bearings, electric motors, pumps, turbines, and development, diagnostic
and experimental work (especially on gearboxes)

P-F interval: Usually several weeks to months

Operation: An accelerometer detects the vibration and converts it into an elec-
trical signal which is amplified, subjected to a constant bandwidth filter and then
fedinto an analyser. The constantbandwidths are between 3.16 Hz and 1000 Hz
and the frequency range from 2 Hz to 200 kHz. Both linear and logarithmic
freqt}ency sweeps may be selected, but linear is chosen when identifying har-
monics. In order to analyse the peaks in more detail, bandwidths and 1"rec1;;elicv
ranges can be changed to suit requirements ’

Skill: To operate the equipment: a suitably trained skilled worker. To interpret
the results: an experienced technician

Aclvanmges: Simple to use when measurement parameters have been set. Good
for large frequency ranges and for detailed investigation at high frequencies.
!dcntifics multiple harmonics and side bands which occur at constant frequency
intervals. Equipment portable )

Disadvantages: Relatively long analysis time. In-depth understanding of the
machine harmonics and side bands required to interpret results.

3.4 Constant Percentage Bandwidth Analysis
Conditions monitored: Shock and vibration

Applications: Shafts, gearboxes, belt drives, compressors, engines, roller bear-
ings, journal bearings, electric motors, pumps, turbines, etc.

P-F interval: Usually several weeks to months

Operation: High resolution narrow bandwidth frequency analysis is performed
by sweeping through the desired frequency range (2 Hz to 20 kHz) using a con-
stant percentage filter bandwidth (1%, 3%, 6%, 12%, 23%) which separates
closely spaced frequencies or harmonics. A constant percentage filter bandwidth as
narrow as 1% allows very fine resolution analyses. Continuous sweeps through the
frequency range can be made in real time. i

il
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Skill: To operate the equipment a suitably trained skilled worker, to interpret the
results an experienced technician

Advantages: Analysis can be done in ‘real time’ and is therefore faster than FFT
analysis and does not suffer from certain pitfalls caused by the batch nature Qt
FFET, such as loss of data by windowing. CPB spectraare very goodforrapid
fault detection. Equipment portable

Disadvantages: High skill required to interpret results.

3.5 Real Time Analysis

Conditions monitored: Acoustic and vibrational signals; measurement and
analysis of shock and transient signals

Applications: Rotating machines, shafts, gearboxes etc

P-F interval: Several weeks to months

Operation: Asignalisrecordedon magnetic tape and played bz}ckthrough a rezlll—
timer analyser. The signalis sampled and transformed into the frequency domain.
A constant bandwidth spectrum is produced, measured at 400 equally spaced
frequency intervals across a frequency range selectable from 0-10 Hz to 0-20
kHz. A high resolution mode can be selected, and the scan can also be adjusted
to give a ‘slow motion’ analysis, allowing any changes in the baseband spectrum
to be observed as the time window is stepped along

Skill: To operate equipment and interpret results: an experienced engineer
Advantages: Analyses allfrequency bands over the entire analysisrange simul-
taneously: Instantaneous graphical display of analysed spectra is continuously
updated: No need to wait for level recorder readout: Suited to analysis of short
durationsignals such as transient vibration and shock: X-Y recorders provide a
permanent record

Disadvantages: Equipment not portable and very expensive: Needs high level
of skill: Oft-line analysis.

3.6 Time Waveform Analysis

Conditions monitored: Chipped, cracked, broken gear teeth; pump cavitation,
misalignment, mechanical looseness, eccentricity, etc.

Applications: Gearboxes, pumps, roller bearings, etc
P-F interval: Usually several weeks to months

Operation: An oscilloscope is connected to a standard vibration analyser or a
real time analyser. A vibration signal is applied to the oscilloscope vertical in-
put. The vertical axis on the CRT is scaled in amplitude and the horizontal axis
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is scaled in time such as seconds or milliseconds. The oscilloscope vertical gain
is adjusted until the peak or peak-to-peak value of the waveform displayed on
the CRT corresponds to the amplitude reading on the vibration meter. When a
machine is generating a single frequency, the time waveform is simply a sine
wave with the repetition rate of the running speed of the equipment. When the
equipment generates more than one frequency, a complex composite wave-
formis generated. Additional frequencies can be generated in the form of pulse,
transient, beat, modulation, etc. which add to the complexity of the waveform.
To reduce the complexity of the waveform, it is useful and even essential to use
variable high pass, low pass and band pass filters

Skill: Needs considerable practice and experience to interpret complex wave forms

Advantages: Good for looking at transients, slow beats, pulses, non-linearities,
sine waves, amplitude modulation, frequency modulation, instabilities, etc.
Often provides more information than frequency analysis. The wave form can
be used to distinguish between spectra resulting from impacts or random noise

Disadvantages: Machines that generate multiple frequencies often generate
noise which makes time wave forms so complex and confusing that they are
difficult to break down into component parts. To examine a wave form which
might have slow beats, a long time record is required

3.7 Time Synchronous Averaging Analysis

Conditions monitored: Wear, fatigue, stress waves emitted as a result of metal-
to-metal impacting, microwelding, etc

Applications: Gearbox gear teeth, roller bearings, shafts, bank of fans, rolls on
a paper machine, rotating machines

P-F interval: Usually several weeks to months

Operation: Most rotating mechanical systems produce a slightly varied signal
with each rotation. (Statistically this is termed ‘stochastic’, in comparison with
identically repeated signals which are ‘deterministic’.) The closer the tolerances
of sliding and rolling parts, the less the variation, but nevertheless there is a
variation. In many systems, this difference can be so great that it masks any
changes due to a developing fault. The presence of random noise can also con-
fuse the signal. These problems can be overcome by performing a level check at
precisely the same part of the cycle rotation using a tachometer trigger pulse to
initiate data capture in a data collector. A number of ¢cycles or time records are
averaged together. Signals not related to the RPM of the shaft are averaged out,
leaving a very clear ‘real-time’ wave representing the components related to a
single turning speed. The averaged wave form can be examined directly or a
spectrum can be generated from it. Itis devoid of random signals and will show
whether one part of the cycle is changing more than another
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Skill: A suitably trained and experienced skilled worker. Requires considerable
practice and experience to interpret the results

Advantages: Gearboxes - specifically the individual gears — can be analysed in
detail. Very useful for analysing equipment that has many components rotating
at nearly the same speed

Disadvantages: Care must be taken with machines withrollerelement bearings
as the bearing tones are not synchronous with the RPM and will beaveragedout.

3.8 Frequency Analysis

Conditions monitored: Changes in vibration characteristics caused by fatigue,
wear. imbalance, misalignment, mechanical looseness, turbulence, etc

Applications: Shafts, gearboxes, belt drives, compressors, engines, roller bear-
ings, journal bearings, electric motors, pumps, turbines, etc

P-F interval: Several weeks to months

Operation: Data is collected from measurement points in the time domain and
transformed into the frequency domain using a Fast Fourier Transform (FFT)
algorithm, by either the data collector itself or a host computer. The required
frequency range of the measurements is dependent on the speed of the machine.
Each machine which has moving parts will produce a spectrum of frequencies.
A baseline spectrum of the machine in excellent condition is compared to an
actual spectrum of the same machine running at the same speed and load. Any
increases over the baseline of more than one standard deviation atany forcing
frequency can indicate a potential problem. One feature of frequency analysis is
the “waterfall” of FFT signatures. Waterfalls are signatures taken at the same
point over a time interval allowing the signatures to be trended

Skill: A suitably trained and experienced skilled worker. Requires considerable
practice and experience to interpret the results

Advantages: Data collecting equipment is portable and easy to use. Expert
software systems makes data interpretation easy. Using waterfall plots small
changes in machine condition can be detected at an early stage

Disadvantages: Spectraresulting from impacts and randomnoise can look similar.

3.9 Cepstrum

Conditions monitored: Wear causing harmonics and sidebands in vibrationspectra

Applications: Rolling element bearings, shafts, gears, gear meshing, belt rota-
tion, vane and blade pass frequencies of pumps and fans

P-F interval: Several weeks to months
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Operation: As a machine wears, it develops non-linearities that cause harmon-
ics of the primary force frequencies, and sum anddifference (sideband) frequencies
appear in the vibration spectra. Cepstrum (pronounced “kepstrum™) effectively
separates the harmonics and sidebands present in the spectrum so they can be
individually trended over time. In simple terms cepstrum could be defined as the
FFT of the logarithmic spectrum obtained from the FFT *a spectrum of a spec-
trum’. Alltechnical words incepstrumanalysed are reversed due to the doubling up
of the transform, i.e. spectrum becomes cepstrum, frequency becomes c;ue—
frency and harmonics become rahmonics

Skill: In-depth understanding of machine behaviour (harmonics and sidebands)
and the expert software

Advantages: Can analyse harmonics and sidebands that usually overiap in fairly
complex machines. Sidebands are easy to find in the spectra of roller element
bearings. Can be performed with some expert system software.

Disadvantages: Skill and experience needed to interpret harmonics and sidebands.

3.10 Amplitude Demodulation

Conditions monitored: Bearing tones masked by noise, cracks in bearing races
eccentric or damaged gears, mechanical looseness .

Applications: Steam turbines, bearings and gearboxes, low speed rotating com-
ponents of paper machines. reciprocating machines, etc

P-F interval: Several weeks to months

Operation: The acceleration analog signal (time domain) is subjected to high
pass filtering and then amplitude demodulation. This is where a discrete t'reqbw
ency often called the “carrier” in the spectrum may be modulated by another
t‘requency called the modulator. The resulting signal is then subjected to a low
frequency range spectrum analysis. The amplitude demodulation is pertformed
in the data collector before the signal is digitised.

Skill: A suitably trained and experienced technician

Advantages: Early detection for bearing and gearbox problems (specifically
bearings completely masked by noise) can easily be identified. Works well in
low-speed applications such as paper machines

Disadvantages: High skill and experience needed to understand and interpret
results. Difficult to implement on slow speed bearings because the stress waves
are short-term transient events (less than a few milliseconds), so when the
narrow pulse output from the demodulation circuit is passed through the final
stage of signal conditioning (the low pass/anti-aliasing filter) a large fraction of
the stress wave is filtered out, making fault detection less likely.
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3.11 Peak Value (PeakVue) Analysis

Conditions monitored: Stress waves caused by metal-to-metal impacts or metal
tearing, stress cracking or scuffing, spalling and abrasive wear

Applications: Anti-friction bearings and gearbox shafts and gearing systems
P-F interval: Several weeks to months depending on the application

Operation: Separates low energy faults such as those that occur in anti-friction
bearings and gears, and enhances their signal causing the faults to stand above
the spectral noise floor. This makes them easier to recognise. PeakVue first
separates the stress waves from the vibration waveform using a high pass filter.
It is then conditioned to enhance its amplitude and pulse width, making it FFT
friendly. The conditioned waveform is then processed using an FFT to deter-
mine the frequency at which the stress wave occurs

Skill: Experienced vibration technician

Advantages: Reveals some taults that may have gone undetected in their earlier
stages or which are buried in the noise floor (bottom) of the vibration spectrum.
More consistent than demodulation. Outputs areindependent of machine speeds
and instrument Fmax settings. Applicable to a broadrange of frequencies, from
very slow speed bearings to gear meshing in excess of 1 kHz

Disadvantages: High skill and experience required to interpret results.

3.12 Spike Energy™

Conditions monitored: Dry running pumps, cavitation, flow change, bearing loose
fit, bearing wear causing metal to metal contact, surface flaws of gear teeth, high
pressure steamor air flow, control valves noise, poor bearing lubrication

Applications: Seal-less pumps used in the chemical and petrochemical industry,
gearboxes, roller element bearings, etc

P-Finterval: Several weeks to months

Operation: Some faults excite the natural frequencies of components and struc-
tures. The intense energy generated by repetitive transient mechanical impacts
causes a signal to appear as periodic spikes ot high frequency energy in a spectrum
which can be measured by an accelerometer. A high frequency band pass filter
is used to filter out low frequency vibration signals. The high frequency signals
pass through a peak-to-peak detector that detects and holds the peak-to-peak
amplitudes of the signal, This is called enveloping, and measurement results are
expressed in ‘gSE’ units. Pulses with large amplitudes and high repetition rates
produce high overall gSE readings. The enveloped signal can be subjected to a
FET analysis displaying a Spike Energy Spectrum. In the g¢SE spectrum, the
fault frequency shows up as certain defect frequency and its harmonics.
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Skill: A suilably trained and experienced skilled worker. Requires practice and
experience to interpret the results

Advantages: Sensitive high frequency measurement parameters suited to the
detection of sealless pump problems which are often difficult to detect using
conventional vibration sensors such as v elocity meters and accelerometers

Disadvantages: High skill and experience needed to interpret results.

Proximity Analysis

Conditions monitored: Misalignment, oil whirl, rubs, imbalance/bent shaf'ts,
resonance, reciprocating forces, eccentric pulleys and gears, etc

Applications: Shafts, motor assemblies, gearboxes, fans, couplings, etc
P-Finterval: Days to weeks

Operation: In the basic mode, a signal froma transduceroperates as the ordinate
against a time base. With a single impulse, sinusoidal curves indicate imbalance.
bent shafts, oil whirl, misalignment, adhesive bearing rubs. Two signals produce a
polar diagram which provides more characteristic information than an X-Y dia-
gram. More information can be obtained by intr oducing a phase indicating mark
onthe wave forms of the oscilloscope display. These marksare generated at the

rate of one revolution by a pick up incorporated in the st haft-speed tachometer

Skill: A suitably trained and experienced technician

Advantages: Pinpoints specific problems. Can be used for balancing: Portable:
Very simple to use

Disadvantages: P-F interval short: Long analysis time: Diagnostic ability limited.

3.14 Shock Pulse Monitoring

Conditions monitored: Surface deterioration and lack of lubrication causing
mechanical shock waves. With data trending can identify incorrect bearing
installation or replacement, using the wrong type of lubricant, poor lubricant
handling or dispensing practices, or incorrect installation or maintenance of oil
seals and packings, etc.

Applications: Rolling element bearings, anti-friction bearings, pneumatic impact
tools, valves of internal combustion engines

P-F interval: Weeks to several months

Operation: The type and size of the bearing is entered into the analyser. A
piezoelectric accelerometer placed on a beari ing housing detects the mechanical
impact of shock impulses, caused by the impact of two masses (such as the rota-
tional contact between the surfaces of the ball or roller and the raceway). The
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magnitude of the shock pulses depend on the surface condition and the peripheral
velocity of the bearing (rpm and size). The pulses set up a dampened oscillation
inthe transducer at its resonant frequency. The transducer is tuned mechanically
and electrically to a resonant frequency of 32 kHz. The peak amplitude of this
oscillation is directly proportional to the impact velocity. As the bearing condi-
tion deteriorates from good to imminent failure, shock pulse measurements can
increase up to 1000 times.

Skill: A trained and suitably experienced technician

Advantages: Relatively easy to operate. Portable. Can be used on virtually any
roller element bearing. Bearing condition and lubrication status analysed within
seconds. Shock impulses are not significantly intluenced by background vibra-
tionand noise. Identifies subtle changes in bearing condition or lubrication which
might not be differentiated by conventional vibration analysis

Disadvantages: Needs accurate bearing size and speed information prior to
taking measurement. Limited to roller element bearings.

3.15 Ultrasonic Analysis

Conditions monitored: Changes in sound patterns (sonic signatures) caused by
leaks, wear, fatigue or deterioration

Applications: Leaks in pressure and vacuum systems (ie. boilers, heat exchangers,
condensers, chillers, distillation columns, vacuum furnaces, specialised gas
systems): bearing wear or fatigue: steam traps: valve and valve seat wear: pump
cavitation: corona in switchgear: static discharge: the integrity of seals and gaskets
in tanks, pipe systems and large walk-in boxes: underground pipe or tank leaks

P-F interval: Highly variable depending on the nature of the fault

Operation: Ultrasound technology is concerned with high frequency sound
waves above human perception (20 Hz to 20 kHz) ranging between 20 kHz to
100 kHz. High frequency sound waves are extremely short and tend to be fairly
directional, so it is easy to isolate these signals from background noises and
detect their exact location. All operating equipment and most leakage problems
produce a broad range of sound. As subtle changes begin to occur with deteri-
oration, the nature of the airborne ultrasound allows these warning signals to be
detected early. Ultrasonic translators convert the ultrasound sensed by the instru-
ment into the audible range where users can hear and recognise them through
headphones. The ultrasonic monitoring equipment filters out surrounding noise
andother unwanted frequencies. Ultrasonic readings may be displayed visually
on a VDU or a moving coil meter, as an audible signal on headphones or as
traces on an electronic monitor or computer

Skill: A suitably trained skilled worker
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Advaniages: Quick and easy. Can be used in very noisy areas (headphones screen
ambient noise). Microphones highly directional and enable the operator to detect a
source of noise at long range. Equipment portable

Disadvantages: Does not indicate the size of leaks. Underground tanks can only
be tested under vacuum. ’
3.16¢ Kurtosis

Conditions monitored: Shock pulses

Applications: Rolling element bearings, anti-friction bearings

P-F interval: Several weeks to months

Operation: Restricted almost exclusively to bearings where a few specific
frequency ranges are examined (3-5 kHz, 5-10 kHz, 1015 kHz). Kurtosis is a
statistical analysis of the time-based (time domain) signal and looks at the fourth
moment of the spectral amplitude difference fromthe mean level. A normal dis-
tribution has a kurtosis (K) value of 3

Skill: A suitably trained semi-skilled worker

Advantages: Applicable to any materials with a hard surface. Equipment portable.
Very simple to use

Disadvantages: Limited application and significantly affected by impact noise
from other sources. Considered by some users to be too sensitive.

3.17 Acoustic Emission

Conditions monitored: Plastic deformation and crack formation caused by fatigue,
stress and wear

Applications: Metal materials used in structures, pressure vessels, pipelines and
underground mining excavations

P-F interval: Several weeks depending on application

Operation: Audible stress waves, due to crystallographic changes, are emitted
trom materials subjected to loads. These stress waves are picked up by a trans-
ducer and fed via an amplifier to a pulse analyser, then either to an X-Y recorder
or to an oscilloscope. The displayed signal is then evaluated

Skill: A suitably trained and experienced technician.

Advantages: Remote detection of flaws. Covers entre structures. Measuring
systemsetupvery quickly. High sensitivity. Requires limited access to test objects.
Detects active flaws. Only relative loads are required. Can sometimes be used to
forecast failure loads.
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Disadvanrages. The structure has to be loaded. A-E activity dependent on mate-
rials. Irrelevant electrical and mechanical noise can interfere with measurements.
Gives limited information on the type of flaw. Interpretation may be difticult.

4 Particle Monitoring
4.1 Ferrography
Conditions monitored: Wear, fatigue and corrosion particles

Applications: Greases: Oils used in diesel and gasoline engines, gas turbines,
transmissions, gearboxes, compressors and hydraulic systems

P-F interval: Usually several months

Operation: A representative sample is diluted with a fixer solvent (tetrachloro-
ethylene) and then passed over an inclined glass slide under the influence of a
graduated magnetic field. The particles are distributed along the length of the
slideaccording to their size. Larger particlesare depositednearthe entry, while fine
particles aredeposited near the exit of the slide. The slide, known as a ferrogram,
is treated so that the particles adhere to the surface when the oil is removed. Ferrous
particles are separated magnetically and are distinguished by their alignment to
the magnetic fields lines, while non-magnetic and non-metallic particles are distri-
buted in arandom fashion over the entire slide. The total density of the particles
andthe ratio of large to small particles indicate the type andextentof wear. Analysis
isdone by a technique known as bichromatic microscopic examination. This uses
bothreflected andtransmittedlight sources (which may be used simultaneously).
Green, red and polarised filters are also used to distinguish the size, composition,
shape and texture of both metallic and non-metallic particles. An electron micro-
scope can also be used to determine particle shapes and provide an indication of
the cause of failure

Skill: To draw sample and operate ferrograph: a suitably trained semi-skilled
worker. To analyse and interpret the results: an experienced technician

Advantages. More sensitive than emission spectrometry atearly stages of wear:
Measures particle shapes and sizes: Provides a permanent pictorial record

Disadvantages: Not an on-line technique: Time consuming, and needs some very
expensive analytical support equipment: Measures generally only the ferromag-
netic particles: Requires an electron microscope for an in-depth analysis.

4.2 Analytical Ferrography

Conditions monitored: Wear, fatigue and corrosion particles

Applications: Greases.: Oils used in diesel and gasoline engines, gas turbines,
transmissions, gearboxes, compressors and hydraulic systems
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P-F interval: Usually several months

Operation: An analytical ferrograph is used to prepare a ferrogram as described
under ferrography. After the particles have been deposited on the ferrogram, a
wash is used to flush away any remaining oil or water-based lubricant. Once the
wash evaporates, the particles remain permanently attached to the substrate on
the ferrogram. A Ferrogram Scanner scans the ferrogram in less than 20 seconds
and generates standard output values that correspond to the wear mechanism.
Various particles are graded by their types and shapes which reveal specific
problems. For example, laminar metals (having a ‘peeled look’, long and thin)
often indicate a problem with roller bearings. Red oxides typically are rust (likely
water contamination). The software then reports the wear levels and changes in
condition of the component

Skill: To draw sample and operate ferrograph: a suitably trained semi-skilled
worker. To analyse and interpret the results: an experienced technician

Advantages: Available in a wide range of on-line systems. In-depth evaluation,
photographic recording and data-base management. Less affected by fluid opa-
city and water contamination than many other techniques. Equipment expensive

Disadvantages: High level of operator experience required. Time consuming
sample preparation and analysis. The need to dilute samples reduces the chance
that the sample will actually be representative of actual wear.

4.3 Direct Reading Ferrograph (DRF)
Conditions monitored: Machine wear, fatigue and corrosion particles

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-F interval: Usually several months

Operation: A DRF quantitatively measures the concentration of ferrous part-
icles in a fluid sample by precipitating these particles onto the bottom of a glass
tube subjected to a strong magnetic field. Fibre optic bundles direct light through
the glass tube at two positions corresponding to the location where large and
small particles are deposited by the magnet. The light is reduced in relation to the
number of particles deposited in the glass tube, and this reduction is monitored
and displayed electronically. Two sets of readings are obtained for large and
small particles (above and below 5 microns) which are plotted on a graph.

Skill: A suitably trained semi-skilled worker.

Advantages: Compact, portable, on-line technique, easy to operate. L.ess sensi-
tive to tluid opacity and water contamination than some techniques.
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Disadvantages: Measures only ferromagnetic particles: Requires further analytical
ferrographic analysis when readings are high.

4.4 Mesh Obscuration Particle Counter (Pressure Differential)

Conditions monitored: Particles in lubricating and hydraulic oil systems caused
by wear, fatigue, corrosion and contaminants

Applications: Enclosed lubricating and hydraulic oil systems such as engines,
gearboxes, transmissions, compressors, etc.

P-Finterval: Usually several weeks to months.

Operation: This instrument measures the differential pressure acrossthreehigh-
precision 5, 15, 25 micron screens, each with a known number of pores. As the
oil passes through each screen, particles larger than the pores are trapped on the
mesh surface, which reduces the open area of the screen and increases the pressure
drop across the screen. Sensors measure the pressure change which is converted
to reflect the number of particles larger than the screen size. This is converted in
turn into ISO 4406 cleanliness codes.

Skill: To operate the portable unit: a suitably trained semi-skilled worker. To
interpret the results: a suitably trained and experienced technician

Advantages: No pre-sample preparation. Equipment is portableand canbe used
in the field or the laboratory. Anin-line version of the equipment can be used for
real time continuous monitoring. Particle counts are calibrated to an 1ISO 4406
cleanliness standard. Mostoils can be analysed in a matter of minutes. Not affec-
ted by bubbles, emulsions or dark oils that limit laser-based analysers

Disadvantages: Provides no indication of the chemical composition of particles.
Only applicable to circulating oil systems. Equipment moderately expensive.

4.5 Pore-blockage (Flow Decay) Technique

Conditions monitored: Particles in lubricating and hydraulic oil caused by wear,
fatigue, corrosion and contaminants

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-F Interval: Usually several weeks to months

Operation: A fluid sample is pressurised between 30 and 1 50 psi (can go as high
as 3000 psi) and allowed to flow through a selected precision calibration screen
(5, 10, 15 micron) depending on oil viscosity, in a sensor assembly. Particles
larger than the screen start to accumulate, restricting the flow. Smaller particles
gather around the bigger particles restricting the flow even further. The result is
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a flow-decay time curve. The hand held computer uses a mathematical program
to convert the flow-decay time curve into a particle size distribution. This is used
to compute an ISO cleanliness code.

Skill: To operate the portable unit: a suitably trained skilled worker. To interpret
the results: a suitably trained and experienced technician

Advantages: No pre-sample preparation. Equipmentis portable and canbeused
in the field or the laboratory. An in-line version of the equipment can be used for
continuous monitoring. Particle counts are calibrated to an ISO 4406 cleanliness
standard. Most oils can be analysed in a matter of minutes.

Disadvantages: : Provides no indication of the chemical composition of particles.
Only applicable to circulating oil systems. Equipment moderately expensive.

4.6 Light Extinction Particle Counter

Conditions monitored: Particles in lubricating and hydraulic oil caused by wear,
fatigue, corrosion and contaminants

Applications: Oils used in diesel and gasoline engines. gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-F interval: Usually several weeks to months

Operation: The light extinction particle counter consists of an incandescent
lightsource, anobject cell and a photodetector. The sample fluid moves through
the object cell under controlled flow and volume conditions. When opaque part-
icles in the fluid pass through the beam it blocks an amount of light proportional
to the particle sizes. The number and size of the particles in the oil sample deter-
mine how much light is blocked or reflected, and how much light passes through
to the photodiode. The resultant change in the electrical signal at the photo diode
is analysed against a calibration standard to calculate the number of particles in
predetermined size ranges anddisplays the count. From this information a direct
reading of the ISO cleanliness value is determined automatically.

Skill: To operate the portable unit: a suitably trained skilled worker

Advantages: Considerably faster than visual graded filtration. Test results avail-
able within minutes. Generally the test is quite accurate and reproducible.

Disadvantages: Lacks the intensity and consistency of laser and fails to over-
come reaction of the many different wavelengths of light. Accuracy dependent
on fluid opacity, the number of translucent particles, air bubbles and water con-
tamination. The count and size may also vary depending on the orientation of
long, thin or unusually shaped particles in the light beam. Resolutions limited to
5 microns particle range. Provides no information on the chemical composition
of the contaminants.
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4.7 Light Scattering Particle Counter

Conditions monitored.: Particles in lubricating and hydraulic oil caused by wear,
fatigue, corrosion and contaminants

Applications: Enclosed lubricating and hydraulic oil systems such as engines,
gearboxes, transmissions, COmMpressors, etc.

P-F interval: Usually several weeks to months

Operation: The light scattering particle counter consists of three primary
components; a laser light source, an object cell and a photo diode. The sample
fluid moves through the object cell under controlled flow and volume conditions.
When opaque particles in the fluid pass through the beam, the scattering of light
is measured and translated into a particle count. From this information a direct
reading of the ISO cleanliness value is determined automatically.

Skill: A suitably trained skilled worker

Advantages: Good performance in settings where conditions are controlled.
High accuracy. Measures particles as small as 2 microns. Faster than the visual
graded filtration - test results available within minutes. Generally the test is
quite accurate and reproducible. Continuous monitoring is possible.

Disadvantages: Accuracy dependenton fluid opacity, the number of translucent
particles, air bubbles and water contamination. The countand size may also vary
depending on the orientation of long, thin or unusually shaped particles in the
light beam. Provides no information on the chemical composition of contami-
nants. Dilution is often required for high particle concentrations to avoid coinci-
denceerror where several particles bunch together and appear as one large particle.

4.8 Real Time Ferromagnetic Sensor

Conditions monitored. Ferromagnetic particles caused by wear and fatigue

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-Finterval: Weeks to months

Operation: Ananalog ferromagnetic sensor uses an inductive or magnetic prin-
ciple to measure the quantity of ferrous particles passing the sensor. The sensor
attracts the ferrous particles with an electromagnet. The particles collect around
a sense coil causing a change in an oscillator frequency. The frequency is cali-
brated to indicate the mass of ferrous particles collected. After a measurement
has been taken, the particles are released. Measurements can be trended over time.
Skill: Experienced skilled worker/technician.

Advantages: On-line technique
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Disadvaniages: Limited to collecting ferromagnetic particles only. Indicates
mass of ferromagnetic particles only

4.9 All-Metal Debris Sensors
Conditions monitored: Ferrous and non-ferrous particles due to wear and fatigue
Applications: Designed specifically for the protection of gas turbine bearings.
P-F interval: Weeks to months

Operation: The sensor head consists of three coils wound around an insulating
section of pipe. The outer stimulus coils are energised with an opposing high
frequency signal. The sense coil (middle) is placed exactly at the null point between
the stimulus coils. When a ferrous particle passes through the sensor, it disturbs
the first field and then the second, generating a readily detectable signature in
thesense coil. A non-ferrous particle generates a unique and opposite signature.
The sensor will detect and measure most of the severe wear particle range. These
signatures are captured and stored as time domain plots and are used real time
to alert/advise operators, or to signal automatic responses from control systems

Skill: Experienced skilled worker/technician to trend results

Advantages: Detects and quantifies both ferrous and non-ferrous wear metal
particles. Low probability of a false indication. On-board sensors can capture
and store the time domain plots of various damage modes which can be used for
identification of wear sources in near real time.

Disadvantages: Cannot determine chemical composition and size of particles.

4.10 Graded Filtration

Conditions monitored: Particles in lubricating and hydraulic oil caused by wear,
fatigue, corrosion and contaminants

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-F interval: Usually several weeks to months

Operation: A small amountof oil (100 ml) is diluted and passed through a series
of standard filter disks. Each disk is then examined under a microscope and the
particles are counted manually. The results are expressed as the number of parts
in a particular size range. Their statistical distribution is shown in the formof a
graph. Analysis of the particles distribution profiles indicates whether wear is
normal or not.

Skill: Sampling: a laboratory assistant. Examination of particle distribution pro-
files: an experienced laboratory technician or engineer
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Advantages: Contaminants such as metal chips, pieces of seal material, or dirt
can be identified visually. Relatively cheap

Disadvantages: Subjective because the operator has to determine visually the
size of the particles, even though there are grid markings forreference. Setting
up and examining each filter disk sample takes several hours. Specialist skills
required to interpret the testresults. Identification of particle elements difficult.

4.11 Magnetic Chip Detection
Conditions monitored: Wear and fatigue

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems

P-F interval: Days to weeks

Operation: A magnetic plug is mounted in the lubricating system so that the
magnetic probe is exposed to the circulating lubricant. Fine metal particles
suspended in the oil and metal flakes from fatigue break up are captured by the
probe. The probe is removed regularly for microscopic examination of the cap-
tured particles An increase particle size indicates imminent failure. The debris
has different characteristics (shape, colour, and texture) depending on its source

Skill: To collect the sample: a suitably trained semi-skilled worker. To analyse
the debris: a suitably trained and experienced technician

Advantages: Cheap. LLow powered microscope only requiredfor the analysis of
the debris: Some probes can be removed without loss of lubricant

Disadvantages: Short P-F interval: High skill required to interpret the debris

4.12 Blot Testing

Conditions monitored: Wear metals, fatigue and sometimes corrosion particles,
sludge, etc

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems

P-F Interval: A few days to afew weeks

Operation: One or two drops of oil are placed on a flat piece of blotting paper
or filter paper. The oil drops spread out and dry, the large particles remain within
a centre circular corona of a small radius. This removes many organometallic
and detergent-dispersant additives. Further dispersion leads to oil penetration
and filtration through the paper, so circular zones corresponding to the size of
particles transported by the filtering oil are clearly defined. A sharply defined
ring around the oil wetted area indicates the present of sludge. A period of 24
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hours is needed for the oil to “blot” fully, after which the results may be analysed
photometrically. The test provides an indication when engine oil dispersants are
reaching their end of their useful life. Some portable test kits have reference
standards which can provide an indication of the level of sludge present

Skill: Oil blotting: a suitably trained semi-skilled worker. Analysis: a suitably
trained experienced technician

Advantages: Cheap, and easy to use and set up: Provides a record: Moderately
accurate indicator of oil oxidation
Disadvantages: 24 hours needed for the oil to blot: Considerable skill required
tointerpret the results: Only arough indication of sludge level. Does notindicate
chemical composition of particles.

4.13 Patch Test
Conditions monitored: Wear metals, fatigue and corrosion particles, sludge. etc.

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems

P-F interval: Days to weeks

Operation: A vacuum is used to draw a standard volume of test fluid through a
5 micron Millipore 47 mm disc filter. The degree of discoloration on the filter is
compared with a standard membrane filter colour rating scale and particle assess-
ment scale to determine contamination levels. High particle levels prodice a
darker gray oramorehighly coloured spot. Free water appears either as droplets
during the test procedure, or as a stain on the test filter. The patch is examined
using a microscope to determine whether the system is heavily loaded with parti-
cles andto give a quick impression of the type and size of particles. An approxi-
mate (qualitative) cleanliness rating can be determined by comparing the patch
to a picture chart

Skill: A suitably trained and experienced skilled worker

Advantages: Testresults are dependable, repeatable and sensitive enough to detect
any significant change in cleanliness. Good qualitative measure of contamina-
tion. Portable

Disadvantages: Using a microscope to count wear or contaminant particles is
tedious, cannot be calibrated, and is subject to high levels of user-to-user variance.

4.14 Sediment (ASTM D-1698)

Conditions monitored: Inorganic sediment from contamination, organic sediment
from oil deterioration or contamination; soluble sludge from oil deterioration
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Applications: Petroleum based insulating oils in transformers, breakers, and cables
P-F interval: Several weeks

Operation: An oil sample is centrifuged to separate the sediment from the oil.
The upper, sediment-free portion is decanted and used to measure soluble sludge
by dilution with pentane to precipitate pentane insolubles and filtration through
a filtering crucible. The sediment is dislodged and filtered through a filtering
crucible. After drying and weighing to obtain total sediment the crucible is
ignited at S00°C and reweighed. Loss in weight is organic and the remainder is
inorganic content of the sediment.

Skill: Taking the sample an electrician. To conduct the test: a suitably trained
laboratory technician

Advantages: Test quick and easy. Transformer does not have to be taken offline
to monitor the insulating fluid

Disadvantages. Test suitable for low viscosity oils only. forexample 5.7 to 13.0
cStat 40°C (104°F). Testhas to be conducted in a laboratory. Pentaneis mildly
toxic and flammable.

4.15 LIDAR (L.Ight Detection And Ranging)

Conditions monitored: Presence of particles in the atmosphere

Applications: Quality and dispersion of plumes of smoke from smokestacks
P-F interval: Highly variable depending on the application

Operation: Single wavelength light is directed to the area under investigation.
The quantity of particulate matter is assessed by measuring backscatter. Loca-
tions are determined by triangulation based on readings taken from two points.

Skill: An experienced engineer
Advantages: A remote sensing technique which can cover large areas

Disadvantages: Very expensive: Requires a high level of skill.

5 Chemical Monitoring
A Preliminary Note on the Chemical Detection of Contaminants in Fluids

The techniques described in this section of part 5 are used to detect elements in
fluids - usually lubricating 0il- which indicate that a potential failure has occurred
elsewhere in the system, as opposed to incipient failure of the fluid itself. The
elements most commonly detected by these techniques are listed below, and
they can appear as a result of wear, leaks or corrosion.
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Wear metals: the following wear metals are measured in lubricating oils

= Aluminium from pistons, journal bearings, shims, thrust washers, accessory
casings, bearing cages of planetary. pumps, gears, gear lube pumps etc

- Antimony from some bearing alloys and grease compounds

- Chromium from the wear plated components such as shafts, seals, piston
rings, cylinder liners, bearing cages and some bearings

Copper from journal bearings, thrust bearings, cam and rocker arm bearings,
piston pin bushings, gears. valves, clutches, and turbocharger bearings. Present
n brass or bronze alloys and often detected in conjunction with zine in the
former and tin in the latter

- Iron from cast cylinder liners, piston rings. pistons, camshaf'ts, crankshafts,
valve guides, anti-friction bearing rollers and races, gears, shafts, lube pumps
and machinery structures, etc

L.ead from journal bearings and seals

- Magnesium from turbine accessory casings, shafts and valves

- Manganese from valves and blowers

Molybdenum from wear to plated upper piston rings in some diescl engines
Nickel from valves, turbine blades, turbocharger cam plates and bearings

- Silver from locomotive engines, solder and needle bearings

Tin from bearing alloys, brass, oil seals and solder

Titanium found in bearing hubs, turbine blades and compressor discs of gas

¥

turbine aircraft engines
- Zincfrombrass components, neoprene seals.

Leaks: the following elements are associated with leaks

- Aluminium from atmosphere contamination

- Boron from coolant leaks in oil

- Calcium when found in fuel, generally indicates contamination by seawater.

- Copper from oil cooler cores - cooling water in oil

- Magnesium from seawater contamination

- Phosphorus from a coolant leak in o1l

- Potassium from contamination by seawater in oil

- Silicon [rom contamination by silica from induction systems or cleaning fluids

- Sodium from anti-corrosion agents in engine cooling solutions usually as a
result of a coolant leak.

Corrosion: the following elements are associated with corrosion

Aluminium from engine block corrosion

- Iron from corrosion in storage tanks and piping

- Manganese sometimes found along with iron as a result of corrosion of steel
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5.1 Atomic Emission (AE) Spectroscopy

Conditions monitored: Wear nictals such as iron. alumimum. chromum. copper,
lead. tin, nickel. and sitver: oil additives containing boron, zinc, phosphoroas. cai-
cium. magnesium, or banum: extrane:ous contammants such as sihicon: cerresion

Applications: Oils used in diesel and gasoline engines. gas tucbmes, transmis-
sions. gearboxes, compressors and hydraulic systems

P-F interval: Usually several weeks to months

Ojprevation: AE excites the wear metal elements in the sample by raising their
atomnc energy states in alngh vollage ( 15k V) leiapcerature seurce. The clements
are ‘alemized’ and emil theirc-haritcterisiie radiation. The resultant light energy
passes through aslit toa dil fraction grating which separates the individual emi.s-
s101 Ineslorcach clenicnl. The cmission intensity atacharacteristic wavelength ol
an eiement is proportional Lo the concentration of the element in the sample. A
photomuttiplier detecloy measures the intensity of each emission and transfers
the valuesto a rcadout device (usually a computer) for additional pracessing itnd
display. Staadard curves are used 1o establish the relalion between signal and
element concentyation values in parts per million

Skill: Todraw the sample: a suitably trained semi-skilled worker. To operate the
spectrometer: a suitably trained laboratory technician. To analyze the tesi resalt.s:
an experienccd chemica) anady . d

Adhantages: Can perl orm scguental or simultancous measurements (20 10 68
elenients). Tesl takes just over a minute. Accurate to within sexeral ppm. Low cost

Disadvanrages: May fail to vaporized particles larger than five to ten microns.
Cantot determine the typc of wear process that may be accurring.

5.2 AE- Rotating Disk Electrode

Conditons mematared: Trace levels ol wear metals, extraneous contaminants,
and addiive element levels tn Jubricants. greases and tucls

Applications: Enclosed wbricating systems in diesel and gasoline engines, gas
turbincs, transmissions. gearboxes. compressors. and hydraulic systems:;

F-F interval: Usually severil weeks to months

Operation: A rolating graphite disk is immersed irtoa sample vessel picking up
a small sauple of o1l. grease or fuel as it turns. The sample s introduced intoa
high tempcrature electic are created in the gap between the disc electrode and
a red counter cicclrode. The sample 1s completely volatized. creating a plasina
which emits light characteristic of the elements in the sample. The emission lines
of each element arc measured by an optical system. and the results are displayed on
a CRT and a printer in the parts per million (ppm) range

Copyrigtneatdaterial
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Skifl: To dravs the sample and to operate the machine: a suitably trained tech-
nician. To anatyze the test results; a suntably trained laboratory technician

Advantages: Simple te eperute. Ne pre-sample preparation. Analysis takes ahout
30 seconds. E quipment portable. Upto 32 elements can be analyz.cd al the same
tume. No hazardous gases are produced. High precision and good repeatability

Disadvaniages: Can suffer from spectral interferences. May fail to vapoiize
particles above 5 microns.

5.3 AE - Inductively Coupled Plasma (ICP)

Conditions monitored: Wear metals from moving parts (such as iron. alummum.
chromium. copper, tead. tin, mekel, and silver): o1l additives containing boron,
zinc. phosphorous, calcium, magnesium or barium: extrancous contamthants
such as silicon: comosivn

Applicarions: Oils used in diesel and gasolinc engines, gas lurbines. transmis-
sions, gearbaxes, compressors and hydraulic systems

P-F interval: Usually several veeeks to months

Operation: Argon gas is passed threugh a radio frequency induction coil and
heated to a temperature of 8.000 K to 1(4000 K producing a plasma. The oil
sample is diluted by a low viscosity solvent such as xylenc or kerusene. 1s
nebulized and berne by the argon gas carrer into the centre of the plasma torch.
The high temperature excites the metal atoms which radiate thedar characteristic
cmission lines. The lines are captured and measurecl by the optical system. 1CP
instruments are available n simultancous or sequential measurement modes.
The sequential instrument nses a movable gristing and a single photo detector.
Multiple (scqueniial) burns are necessary to acquire all elements of interest

Skill: To draw the sample: a sutably trained semi-skilled worker. To operate the
spectrometer: a suitably trained technician. To analyze rewults: an experienced
technician

Advantages: Merc accurate. rehable and repeatable than the rotary electrode
mcthod. A large dynamic range permits single emission lincs 10 be used for the
measurement of a range of concentration levels. Provides paits per billion (ppb)
sensitivity for compounds such as metal-organics and wear metal panictes less
thar 3 microns in size. Fast and easy to operate. No nexd for operatar 10 dilute
samples manually prior to analysis. Automated operation

Disadvantages: ICP spectrometer 1s more complex :md expensive. and has a
higher operating cost than the rotary disk spectrometer. It uses hazardous chem-
icals thus generating higher waste costs. Wear metal data generated by ICP wil]
not correlate with data generated by other AE methods, May {fail 10 vaperize
particles above 5 microns.
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5.4 Atomic Absorption (AA) Spectroscopy

Conditions monitored: Wear metals (such as iron, aluminium, chromium, lead,
tin, copper, nickel and silver): oil additives containing boron, phosphorous, zinc,
calcium, magnesium, or barium: contaminants such as silicon: corrosion

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-Finterval: Usually several weeks to months

Operation: Works on the principle that every atom absorbs light of a specific
wavelength. The oil sample is diluted and burned in an acetylene flame or other
atomizer hot enough to dissociate the sample into its constituent atoms. The
flame is irradiated by a hollow cathode lamp at the characteristic wavelength of
the desired metal. The higher the concentration of the metal, the higher the
absorption of the light. The degree of absorption is measured and converted into
ppm valuestorthat metal by areadoutcomputer. Graphite furnace spectrometer
uses anelectrically heated hollow cylinder to contain the sample and canbe used
for ultra low trace wear metal levels. This can increase measurement sensitivity
from 100 to 1000 times over the acetylene flame method.

Skill: To draw the sample: asuitably trained semi-skilled worker. To operate the
spectrometer: a suitably trained laboratory technician. To analyse the results: an
experienced chemical analyst

Advantages: Popular with smaller oil analysis facilitics for determining wear
metal concentrations in used oil analysis. High accuracy, precision and repeata-
bility at low cost. AA does not suffer from spectral interference.

Disadvantages: Samples require preparation. Analysis time is longer. Requires
a flammable gas. May fail to vaporise particles above 5 microns.

5.5 X-Ray Fluorescence Spectroscopy

Conditions monitored: Wear metals such as iron, aluminium, chromium, lead,
tin, copper, nickel and silver: oil additives containing boron, phosphorous, zinc,
cal-cium, magnesium, or barium: contaminants such as silicon: corrosion

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-F interval: Usually several months

Operation: An oil sample isexposedto a highenergy X-Raysource whichraises
the energylevel of the atoms in the sample. This causes the contaminants to emit
characteristic secondary X-Rayenergy, except that theradiation measured is the
characteristic florescence of the chemical elements in the sample which is
converted into their respective elemental data by a multi-channel signal analyser.
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Skill: To draw sample: a suitably trained semi-skilled worker. To operate the
equipment: a suitably trained technician. To interpret the resulis: anexperienced
engineer

Advantages: Good accuracy, precision and repeatability. Current software has
simplified its operation and data interpretation. Covers a wider range of chem-
ical elements than AA or AE. Can see any particle size

Disadvantages: Requires acryogenic cooled detector for comparable AE or AA
detection limits. Longer analysis time. The analysis of lighter elements requires
higher X-Ray energies and hence increased precautionary measures in the lab.

5.6 Energy Dispersive X-Ray Spectrometry

Conditions monitored: Wear metals (such as iron, aluminium, chromium, lead, tin,
copper, nickel and silver): oil additives containing boron. phosphorous, zine, cal-
cium, magnesium, or barium: contaminants such as silicon: corrosion
Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systerms.

P-F interval: Usually several months

Operation: An energy dispersive spectrometer (EDS) attachment to a scanning
electron microscope (SEM) permits the detection of the X-rays produced by the
impactof the electron beam on a sample, thereby allowing qualitative and quan-
titative analysis. The electron beam of the SEM is used to excite the atoms in the
surface of a solid. These excited atoms produce characteristic X-rays which are
readily detected. By utilising the scanning feature of the SEM, a spatial distribu-
tion of the elements can be obtained.

Skill: Todraw sample: a suitably trained semi-skilled worker. To do the test: a
suitably trained technician. To interpret the results: an experienced engineer
Advantages: Rapid identification of particles: Very fast elemental images and
line scans

Disadvantages: Not an on-line technique: Requires expensive laboratory
equipment: High degree of skill to interpret the results.

5.7 Dielectric Strength (ASTM D-877 and D-1816)

Conditions monitored: The ability of insulating oil to withstand electric stress
caused by conductive contaminants such as metallic cuttings. fibres, or free water

Applications: Insulating oils in transformers, breakers and cables

P-F interval: Several months
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Operation: The sample container is inverted and swirled several times before
filling the test cup. The test cup is filled to the top of brass electrodes and an
increasing voltage applied at arate of 3 kV/s (D-877) or 5kV/s (D-1816) to two
electrodes spaced 2,54 mm (D-877), 2 mm (D-1816) apart, until breakdown
occurs. This value is recorded and trended. Five breakdowns are made with one
cup filling at one minute intervals. The average of the five breakdowns is con-
sidered the dielectric breakdown voltage of the sample. High and medium volt-
age transformers should observe the following limit, > 25kV for in service oil.
>30kV fornew oil. D-877 testusedforrated voltages below 230k V, D-1816test
used for voltages rated above 230 kV.

Skill: Taking the sample: an electrician. To conduct the test: a suitably trained
laboratory technician.

Advantages: Test quick and simple. Transformer does not have to be taken off-
line to draw sample. A good overall indicator of transformer condition

Disadvantages: Testresults dependent on sampling technique. Test sensitive to
ambient temperature and humidity. Some risk involved in handling PCBs. Uses
hazardous materials and equipment. Not an on-line technique.

5.8 Interfacial Tension (ASTM D-971)

Conditions monitored: Presence o f hydrophilic compounds (a compound soluble
in water or which attracts water to its surface)

Applications: Petroleum-based insulating oils intransformers, breakers and cables.
P-F interval: Months

Operation: Interfacial tension is determined by measuring the force needed to
detach a planar ring of platinum wire from the interface between a sample of oil
and distilled water. After zeroing the device (known as a tensiometer), the
platinumring is immersed in the water to a depth of 5 mm. A filtered oil sample
is poured on the water to a depth of 10 mm. The oil-water interface is aged for
about 30 seconds, then the container is lowered until the filmruptures. The inter-
facial tension is then calculated. High and medium voltages transformers should
not exceed »27 dynes/cmfor in-service oil and > 40 dynes/cm for new oil

Skill: Taking the oil sample an electrician. To conduct the test, a suitably trained
laboratory technician
Advantages: Reliable indication of compounds soluble in water. Test takes about

I minute. Transformer does not have to taken offline to monitor insulating oil

Disadvantages: Test dependent on sampling technique. Hazardous and flam-
mable materials are used to conduct the test. Not an on-line technique - requires
laboratory equipment.
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5.9 DIAL (Dltterential Absorption LIDAR)

Conditions monitored: The chemical composition and dispersal of gases in the
atmosphere

Applications: Gases emitted by smokestacks and leaks in tanks or pipelines
P-F interval: Minutes to months, depending on the application

Operation: Similar to LIDAR (see 4.15 above), except that two differential
wavelengths are used. One wavelength is set to correspond to a given gas, soone
wavelength is absorbed and the other reflected. The quantity of gas present is
determined by measuring the amount of light reflected. The location of the gas
can be determined by triangulation based on readings taken from two points.

Skill: An experienced engineer
Advantages: Can cover large areas

Disadvantages: Mustbe calibrated for individual gases: Very expensive andun-
likely to be economic for asingle site: Operating the equipment requires a high
level of skill.

A Preliminary Note on the Chemical Measurement ot I'luid Properties

The techniques described in this section of part 5 are used to detect incipient

failure of the fluids themselves. They apply to fuels, lubricating oils and/or gases.

They are used mainly to analyse the properties of the base fluid and/or the presence/

condition of additives (although some also detect contaminants). The elements

most commonly detected by these techniques are listed below.

- Antimony from grease compounds.

- Arsenic from anti-corrosion or biocide agents

- Barium fromdetergent, dispersant and anti-oxidant additives for fuels and oils.

- Boron from anti-corrosion additive for engine coolants and as an anti-knock
agent in fuels.

- Calcium from detergent and/or dispersant additives

- Chromium from an anti-oxidant in jet fuels

- Cobalt from natural trace levels in crude oils

- Copper from natural trace levels in crude oils and lubricant additives

- Iron from natural trace levels in crude oils

Lead from anti-wear additive in some lubricants, sometimes added to fuel as

anti-knock agent

Magnesium from detergent and/or dispersant additives

Molybdenum from natural trace levels in crude oils and as an anti-friction

additive in some lubricants

Nickel from natural trace levels in crude oils usually in conjunction with

¥

vanadium
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- Phosphorus from natural trace levels in crude oils and as an anti-wear
additive in some lubricants

- Potassium from natural trace levels in crude oils

- Selenium from natural trace levels in some crude oils and coal.

- Silicon from anti-foaming agent in some oils

- Sodium from natural trace levels in crude oils and seawater

- Sulphur from natural trace levels in crude oil and some fuels. Used as an anti-

corrosion agent in gear lubricants and as anti-oxidants in lubricating oils.

Vanadium from natural trace levels in some crude oils

Zinc found naturally in some crude oils. Found as an anti-wear additive in

automotive lubricants and as an anti-oxidant in marine lubricants.

B

[

5.10 Kourier Transform Infrared (FT-IR) Spectroscopy

Conditions monitored: Deterioration, oxidation, water content and depletion of
anti-wear additives in mineral oils and synthetic lubricants

Applications.: Lubricating oils from combustion engines, hydraulic systems, etc
P-F interval: Usually several weeks to months

Operation: Like atomic absorption spectroscopy, FT-IR measures absorbent
light energy at speciftic wavelengths to determine the level of the elements in a
sample. Uses a low power broadband infrared beam converted into a uniform
pattern of constructive and destructive interference by a Michelson interfero-
meter. The interference pattern is passed through a sample where it is altered by
the characteristic absorbance levels of the elements of the oil and contaminants.
The altered interference pattern enters a detector where it is converted into an
audible frequency electronic signal, then converted into individual wavelength/
amplitude data by a Fourier transform. The absorbance of the oil, additives and
contaminants at their respective wavelengths is measured, generating a scalar
spectrum, often called a ‘fingerprint’. The sample fingerprint is compared with
an unused oil sample fingerprint using intelligent software

Skill: Todraw the sample: a suitably trained semi-skilled worker. To operate the
spectrometer: a suitably trained laboratory technician. To analyse the test results:
an experienced chemical analyst

Advantages: Does not use dangerous chemicals. Lower energy levels do not alter
the molecular structure of the compounds in the sample, unlike AA. Data can be
converted into ASTM equivalent parameters. Good repeatability. Total acid num-
ber (TAN) or total base number (TBN) data can be synthesized from FT-IR data

Disadvantages: Uses flammable solvent for cleaning. Different manufacturers
of FT-IR equipment use different data extraction algorithms for oil condition
parameters and contaminants. Only sensitive to | 000 ppm water contamination.
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5.11 Infrared Spectroscopy

Conditions monitored: The presence of gases such as hydrogen, sulphur hexa-
fluoride. nitrogen. methane, carbon monoxide and ethylene; fluid degradation

Applications: As for gas chromatography
P-Finterval: Highly dependent on the application

Operation: The atoms of a molecule vibrate about their equilibrium positions
with different but precisely determinable frequencies. A sample. placed in a
beam of infrared light, absorbs these characteristic frequencies. The absorption
bands, plotted against wavelength, specify the infrared spectrum. The position
of theabsorption points on the wavelength scale is aqualitative characteristic and
conclusions can be drawn from the intensity of the absorption bands

Skill: Tooperate a presetinfrared spectrometer: atrained laboratory assistant. To
interpret and evaluate the results: an experienced laboratory technician

Advantages: Rapid analysis: High sensitivity: Can be operated by laboratory
assistant when equipment is preset: Graphs provide a permanent record

Disadvantages: Considerable experience and skill needed to analyse results:
Laboratory based equipment: Wide range of applications required to justify the
cost of the equipment.

5.12 Gas Chromatography

Conditions monitored: Gases emitted as aresultof faults. There are over 200 gases
present in electrical insulating oils of which nine are of interest. In ascending
order of criticality, these are nitrogen, oxygen, carbon dioxide (C'Q ), carbon mono-
xide (CO), methane, ethane, ethylene, hydrogen and ace[ylenef Large amounts
of COand CO, indicate overheating in the windings; CO. CO, and methane indi-
cate hot spots.in the insulation: hydrogen, ethane and methane indicate corona
discharge; methane is a sign of internal arcing

Applications: Nuclear power systems, turbine generators, sulphur hexaflouride
or nitrogen sealed systems. transformer oils, breakers etc

P-F interval: Highly variable depending on the nature of the fault

Operation: A gas sample is injected through a silicone rubber septum injection
port maintained at a temperature higher than the boiling point of the least volatile
elementin the sample. A carrier gas (usually an inert gas such as helium, argon
or nitrogen) sweeps the vaporised sample out of the port and into a separation
column located in a thermostatically controlled oven. Elements with a wide range
of boiling points are separated by starting at a low oven temperature and raising
the temperature over time to clute the high temperature elements. The separation
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column contains absorbent materials such as diatomaceous earth to separate the
gases. Gases emerging from the column flow over a detector which can be direc-
ted into a mass spectrometer or Fourier transferm infrared spectrometer to record
the spectrum as eluted from the column. Different detectors are used for different
separation applications

Skill: Taking the sample: an electrician. To conduct the test: a suitably trained
laboratory technician. To trend and analyse the results: an electrical engineer

Advantages: High sensitivity detection (one partin 1000 million, by volume):
Once the equipment has been set up, it can be operated by a laboratory assistant

Disadvantages: Adequate samples forsensitive analyses are difficult to obtain:
In large systems any fault gases may be rapidly diluted: Considerable skill
needed to interpret the results: Equipment is not portable: Wide range of appli-
cations required to justify purchase: Not widely used in maintenance.

5.13 Ultra-violet and Visible Absorption Spectroscopy
Conditions monitored: Changes in oil properties (alkalinity, acidity, insolubles).

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems

P-F interval: Several months

Operation: An oil sample is subjected to intense ultraviolet light, usually from
a hydrogen or deuterium lamp, or to visible light from a tungsten lamp. Ultra-
violetand visible light are energetic enough to promote the outer electrons of the
sample elements to higher energy levels, causing light at specific wavelengths
to be absorbed. The absorption can be monitored using a wavelength separator
such as a prism or a grating monochromator. The amount of light absorbed is
related to the concentration of each element. Quantitative measurements canbe
made by scanning the spectrum or at a single wavelength

Skill: A trained and experienced laboratory technician

Advantages: Useful for quantitative measurements

Disadvantages: The ultraviolet and visible spectra have broad features that are
of limited use for sample identification. Considerable skill and experience needed
to analyse the results. Equipment is laboratory-based and is expensive.

5.14 Thin-layer Activation

Conditions monitored: Wear

Applications: Turbine blades, engine cylinders, shafts, bearings, electrical con-
tacts, rails and cooling systems
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P-F interval: Months

Operation: A thin layer of atoms in the surface of the material to be monitored
is made radioactive by bombarding it with a beam of charged particles. Monitor-
ing systems are calibrated to take radioactive decay into account. Material losses
of up to 1 wm can be measured up to four years after activation

Skill: To take readings: a suitably trained semi-skilled worker

Advantages: Wear can be measured during normal plant operation even with
substantial intervening material

Disadvantages: Components have tobe removed to be activated unless coupons
can be used: Reactivation is required every four years.

5.15 Scanning Electron Microscopy (SEM)
Conditions monitored: Fractured surfaces for the presence of unusual elements

Applications: Any surface types, thin films and interfaces found in raw semi-
conductors, finished semiconductors, metal and steel surfaces, medical devices,
ceramics, polymers, etc

P-Finterval: Application dependent

Operation: A focused beam of electrons is rastercd across a sample surface.
This causes a secondary electron current to be emitted from the sample which
varies according to the angle of incidence of the beam onto the sample. The
secondary electron intensity is used to vary the brightness of a cathode ray tube
whichis synchronous with the raster scan, yielding a topographical image of the’
sample surface. Different detectors can be used to provide other information.
Forinstance, a backscattered electron detector provides average atomic number
information, while an auxiliary energy dispersive X-ray dctector can identify
elements such as boron and uranium.

Skill: Skilled laboratory technician

Advantages: High resolution with little sample preparation. Large depth of field
allows use with rough samples. Rapid qualitative analysis of particles and small
areas coupled with an energy dispersive X-ray detector

Disadvantages: More of a diagnostic technique to determineroot causes of fail-
ures. Samples must be coated with a conductive film. Laboratory technique.
5.16 Scanning Auger Electron Spectroscopy

Conditions monitored: Fractured surfaces for the presence of unusual elements,
elemental mapping of fine particles, corrosion and oxidation scales
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Applications: Any surface types, thin films and interfaces found iriraw and finished
semiconductors, metal and steel surfaces, medical devices, ceramics, polymers.
P-F interval: Application dependent

Operation: A finely focused electron beam irradiates the sample and creates a
core hole by ejecting a core electron from a sample atom. The resulting ion then
de-excites when an electron from an upper level fills the core hole and a third
electron - the Auger electron - is emitted to conserve energy. This electron has
akinetic energy characteristic of the emitting atom, which allows elements to be
identified to a depth of between 2 and 20 atomic layers

Skill: Skilled laboratory technician

Advantages: SEM capabilities are usually incorporated into Auger instruments.
Surface sensitive. Elemental mapping. Rapid analysis

Disadvantages: More of a diagnostic technique to determine root causes of fail-
ures. Laboratory technique.

5.17 Electro-chemical Corrosion Monitoring

Conditions monitored. Corrosion of material embedded in concrete
Applications: Structural steel pylons, gantries, etc

P-F interval: Months

Operation: Small currents are passedbetween the structure and a probe inserted
in the ground nearby. These currents affect the potential of the structure at any
point where corrosion is taking place. The changes in the potential are measured
by a half-cell in contact with the ground and close to the structure. The degree
of corrosion is directly related to the current required to displace the leg potential.
High currents indicate the need for a physical inspection

Skill: A suitably trained technician

Advanrages: Structures do not have to be excavated for inspection unless this
technique reveals a real need to do so

Disadvantages: Does not measure the extent or precise location of corrosion:
Ground must be moist.
5.18 Exhaust Emission Analysers (Four-gas Analysis)

Conditions monitored: Combustion efficiency by measuring the concentrations
ofoxygen (O,), carbonmonoxide (C'O), carbon dioxide (C'O,) and hydrocarbons
(HC) in exhaust emissions. Exhaust leaks

Applications: Internal combustion engines
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P-Finterval: Weeks to months

Operation: A sampling probe is inserted into the exhaust pipe upstream of the
catalytic convertor. Dirt and oil are removed by a prefilter and moisture by a
water separator. Gas sensors pick up the gas concentrations and readings are
displayed as percentages (HC in parts per million). High CO means that the
engine is running rich. High O, indicates a lean misfire or an exhaustleak. CO,
is atits highestat the op[imum-zlilufuel ratio (AFR), and it drops when the AFR
is too rich or too lean. High HC indicates misfires or incomplete combustion.
‘Lambda’ readings are also calculated on most analysers. Lambda is the name
given to theratio of the actual AFR over the ideal ratio of 14.7. The ideal lambda
reading is one, and leaner ratios are greater than one

Skill: Trained and experienced automotive mechanic
Advantages.: Pinpoints emission failures. Portable

Disadvantages: Equipment needs to be taken off-line to connect to the analyser.

5.19 Colour Indicator Titration (ASTM D974)

Conditions monitored: Lubricant deterioration by determining the levels of
acidity and alkalinity in an oil sample

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems

P-F interval: Weeks to months

Operation: The sample is dissolved into a mixture of toluene, isopropyl alcohol
and water and titrated with an alcoholic ‘base or acid solution, to the end point
indicated by a colour change of the added naphtholbenzein solution. The acidity
or alkalinity is expressed as milligrams of potassium hydroxide needed to neutra-
lise a gram of oil. The higher the acid or base number the greater the oil deteri-
oration. High and medium voltages transformers should be < 0.5mgKOIH/gm
for new oil and < 0.1mgKOH/gm for in service oil

Skill: Laboratory technician

Advantages: Test accurate to within 15%

Disadvantages: Can only be used for petroleum based oils. Poisonous, flam-
mable, corrosive chemicals used in the test. Cannot be used for dark oils.

5.20 Potentiometric Titration TAN/TBN (ASTM D664)

Conditions monitored: Lubricant deterioration by determining the level of acid-
ity of an oil sample
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Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors, hydraulic systems and transformers.

P-F interval: Weeks to months

Operation: The sample is dissolved into a mixture of toluene, isopropyl qlcohol
and water titrated withalcoholic potassium hydroxide. The acidity isdeterminedby
measuring the change in electrical conductivity as the potassium hydroxide is
added. Tl;e value is expressed as mgKOH/g. The higher the acid number, the
greater the breakdown of the oil.

Skill: Laboratory technician

Advantages: Can be used for oils that are too dark to use a colour change indi-
cator. Test accurate to within 4%,

Disadvantages: Can only be used for petroleum based oils. Dangerous chem-
icals used in the test.

5.21 Potentiometric Titration TBN (ASTM D2896)
Conditions monitored: Lubricant deterioration by measuring alkalinity.

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors, hydraulic systems and transformers.

P-F Interval: Weeks to months

Operation: The sample is dissolved into a mixture of titration solvent which is
titrated with perchloric acid. The potentiometric (electrical conductivity) readings
are plotted against respective volumes of titrating solution. The alkalinity (base
number) is calculated from the quantity of acid needed to titrate the solution
expressed in milligrams of potassium hydroxide per gram equivalent (mgKOH/g).
The test is a measure of an oil’s ability to neutralise corrosive acids formed during
operation, indicating its suitability for continued use.

Skill: Laboratory technician

Advantages: Can be used regardless of colour of oil. Accurate to within 15%.

Disadvantages: Can only be used for petroleum-based oils. Dangerous chem-
icals used in the test.

5.22 Power FFactor (AS'TM D- 924)

Conditions monitored: Dielectric losses in electrical insulating oils caused by
contamination and oil deterioration

Applications: Petroleumbased insulating oils in transformers, breakers. and cables

P-F interval: Several weeks
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Operation: A thoroughly mixed sample is poured into a clean beaker and heated
to 2° below desired test temperature. The cell is removed from the test chamber
and filled with the heated sample. The inner electrode is inserted into the cell to-
gether with amercury thermometer. The electrical connections are then made to
the cell. The sample is then electrically stressed by passing a voltage through the
cell and the power factor is calculated. For high and medium voltage transformers
the power factor limit should be less than 1% at 25°C

Skill: Taking the sample: an electrician. To conduct the test: a suitably trained
laboratory technician

Advantages. Test quick and relatively simple. Transformer does not have to be
taken offline to monitor the insulating fluid

Disadvantages: Uses hazardous materials andequipment. Test must be conduc-
ted in a laboratory and depends on sampling technigue.

A Preliminary Note on Moisture Monitoring

Water in oil rapidly reduces machinery and component life. For instance, it can

reduce roller element bearing life by as much as 100 times. It also interferes

seriously wth the lubricating properties of oil - for instance, a drop of water in

S litres of oil at 85°C totally destroys zinc anti-wear additives. Water directly

affects the oil itself in the following ways:

- it increases oxidation, and in so doing forms slimes and resins

- it increases conductivity, which is especially undesirable in transtormer oil

- it reacts with anti-oxidants to form acids and precipitate salts

- itreacts with zinc cli-alkyl di-thio phosphate (ZDDP) anti-wear additives to
form hydrogen sulphide and sulphuric acid

- itpromotes the growth of microbes

- it changes the viscosity of the oil

- it degrades viscosity improvers

Water also affects other aspects of the system as follows::

- itrusts and corrodes metal surfaces

- it jams valves by forming ice crystals

- itincreases wear

- it gums up valves and orifices

~ it shortens the life of filters

- it entrains more air, which affects bulk modulus.

5.23 KarlFischer Titration Test (ASTM D-1744)
Conditions monitored: Water in oil

Applications: Enclosed oil systems such as engines, gearboxes, transmissions,
compressors, hydraulic systems, turbines. transformers. etc.
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P-F interval: Days to weeks

Operation: A measured sample is reacted with a Karl Fischer reagent which
contains iodine. Wheniodine is present, current will pass between two platinum
electrodes. Moisture entrained in the sample reacts with theiodine, perpetuating
the test as long as water which has not reacted with the iodine remains. Once
depleted, the electrodes are depolarised by the iodine and the test is complete. The
corresponding potentiometric change is used to determine the titration end point
and calculate the water concentration, The duration of the test indicates the water
content. High and medium voltage transformers should notexceed 25ppm at 20°C

Skill: Laboratory technician

Advantages: Accurate for small quantities of water (parts per million). Accuracy
within 10%. Test is relatively fast.

Disadvantages: Adequate samplesfor sensitive analyses are difficult to obtain:
In large systems any fault gases may be rapidly diluted: Considerable skillneeded
to interpret results: Equipment not portable: Wide range of applications required
to justify purchase: Not widely used in the maintenance environment.

5.24 Moisture Monitor (Vapour Induced Scintillation)
Conditions monitored: Water in oil

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors, hydraulic systems and transformers.

P-F interval: Several weeks

Operation: A probe with a miniature heating element is submerged into an oil
sample. During the test the heating element glows at a constant temperature,
causing suspended moisture in the sample to vaporise and emit a distinctive
acoustic signal known as crackling. A microphone monnted near the heating
element picks up this signal and electronically passes it to the data collector for
analysis. The algorithm in the data collector is calibrated to convert signal
threshold crossings per unit time into moisture levels in ppm or percentage. The
unit is able to detect suspended moisture to as low as 25 ppm and as high as
10,000 ppm. A typical test takes 30 seconds

Skill: A trained semi-skilled worker

Advantages: No sample preparation needed. Quick and easy. Detects a wide
range of concentrations. Requires only 70 millilitres of fluid to conduct the test.
Contains no moving parts. Not affected by fluid’s viscosity, colour, density,
contamination, conductivity, or tflow. Portable.

Disadvantages: Equipment expensive.
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5.25 Crackle Test (Human senses)
Conditions monitored: Water in oil

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions. gearboxes, compressors, hydraulic systems and transformers.

P-F interval: Days to weeks

Operation: A few drops of oil are placed on a hot plate (about 250°F). It water
is present it quickly vaporises and makes a crackling or popping sound.

Skill: A trained semi-skilled worker

Advantages: Cheap, quick and easy to use. Effective and economical
Disadvantages: Moisture under 300 - 400 ppm cannot be easily heard crackling.
Testsubjective, fromtest-to-testand user-to-user. Does not quantify the amount
of waterpresent. Requires a quiet area to hear the crackles. Danger of handling
oil around a hot surface.

5.26 Crackle Test (Audio detector)

Conditions monitored: Water in oil

Applications. Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors, hydraulic systems and transformers.

P-F interval: Weeks

Operation: A microphone is mounted adjacent to a hot plate (heating element).
A few drops of oil are placed on a hot plate (about 250°F). If water is present it
quickly vaporises and makes a crackling or popping sound. The microphone
picks up the sound, converts it into an electronic signal and passes it to a data

collector foranalysis. The algorithm in the data collector is calibrated to convert
signal threshold crossings per unit time into moisture levels in ppm or percentage.

Skill: A trained and experienced technician

Advantages: Can detect moisture levels as low as 25 ppm and high as 10 000
ppm. Test takes 30 seconds. Easy to use.

Disadvantages: Danger of handling oil around a hot surface. Laboratory test.

5.27 Clear and Bright Test
Conditions monitored: Water in oil

Applications: Oils used in diesel and gasoline engines, gas turbines. transmis-
sions, gearboxes, compressors, hydraulic systems and transformers.
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P-F interval: Several days

Operation: As moisture becomes entrained in oil, the oil becomes visibly hazy
— in other words, it is no longer clear and bright. However, note that some oils can
dissolve significant amounts of water (depending on viscosity and the additive
package) and still remain clear and bright. Itis only when the oil reachesa more
advanced stage of emulsification, where the oil and water combine (not mix).
that it is no longer clear and bright.

Skill: Experienced technician
Advantages: No testequipmentrequired. Cheap, quick, simple and economical.

Disadvantages: Oil colour can bring error in to the test. Subjective.
6 Physical Effects Monitoring

6.1 Liquid Dye Penetrants

Conditions monitored: Surface discontinuities or cracks due to fatigue, wear,
surface shrinkage, grinding, heat-treatment, corrosion fatigue, corrosion stress
and hydrogen embrittlement.

Applications: Ferrous and non-ferrous materials such as welds, machined sur-
faces. steel structures, shafts, boilers, plastic structures, compressor receivers

P-F interval: Several days to several months, depending on the application

Operation: The liquid penetrantis applied to the test surface and sufficienttime
is allowed for penetration into surface discontinuities. Excess surface penetrant
is removed. A developer is applied which draws the penetrant from the discon-
tinuity to the test surface, where itis interpreted and evaluated. Liquid penetrants
are categorised according to the type of dye (visible dye, fluorescent or dual sen-
sitivity penetrants) and the processing required to remove them from the test
surface (water washable, post emulsified or solvent removed).

Skill: To apply penetrant: suitably trained semi-skilled worker. Interpretation:
suitably experienced technician

Advantages: Visible dye penetrantkits are very cheap (but the more expensive
fluorescent Kits are far more sensitive): Detects surface discontinuities on non-
ferrous materials.

Disadvaniages: Fluorescent penetrants require a darkened area for inspection:
Highly qualified personnel required to evaluate results: Not an on-line monitor-
ing technique: Monitors surface-breaking defects only: Cannot test materials
with very porous surfaces.
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8.2 Electrostatic Fluoreseent Penetrani
Conditions monitored and applications: As for liquid dye penetrants
P-F interval: Slightly longer than liquid dye penetrants

Operation: As for liquid penetrant dyes, except that opposing electrostatic pola-
rity must be induced between the workpiece and testing materials

Skill: As for liquid dye penetrants

Advantages: The polarity ensures more complete and even deposition of pene-
trantand developer than with ordinary penetrants, which gives greater sensitivity

Disadvantages: As for ordinary fluorescent penetrants.

6.3 Magnetic Particle Inspection

Conditions monitored: Surface and near-surface cracks and discontinuities caused
by fatigue, wear, laminations, inclusions, surface shrinkage, grinding, heat treat-
ment, hydrogen embrittlement, laps, seams, corrosion fatigue and corrosion stress.
Applications: Ferromagnetic metals such as compressor receivers, welds, ma-
chined surfaces, shafts, steel structures, boilers, etc.

P-F interval: Days to months depending on the application.

Operation: A test piece is magnetised and then sprayed with a solution contain-
ing very fine iron particles overthe area tobe inspected. If a crack exists, the iron
particles are attracted to the magnetic flux leaking from the area caused by the
discontinuity and form an indication which is then interpreted and evaluated.
Fluorescent magnetic particle sprays provide greater sensitivity, but inspection
should be carried out under ultraviolet light in a darkened booth.

Skill: Application: semi-skilled worker. Interpretation: an experienced technician
Advantages: Reliable and sensitive: Very widely used.

Disadvantages: Detects only surface and near-surface cracks: Time consuming:
Contaminates clean surfaces: Not an on-line monitoring technique.

6.4 Strippable Magnetic Film

Conditions monitored: Surface discontinuities and cracks caused by fatigue,
wear, surface shrinkage, grinding, heat treatment, hydrogen embrittlement, lami-
nations, corrosion fatigue, corrosion stress, laps and seams.

Applications: Ferromagnetic metals such as compressor receivers, welds, ma-
chined surfaces, shafts, gears, steel structures, boilers, etc.

P-Finterval: Several weeks to months.
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Operation.: A self curing silicon rubber solution containing fine iron oxide par-
ticles is poured into or onto the area under inspection and a magnetic field
induced by a magnet. The magnetic particles in the solution migrate to cracks
under the influence of the magnetic field. After curing, the rubber is removed as
aplugfromholesorasacoatingfromsurfaces. Cracks appearonthe cured rubber
as intense black lines. Investigation of small cracks may need a microscope.
Skill: Application of solution: suitably trained semi-skilled worker. Evaluation:
experienced technician.

Advantages: Can be used on areas with limited visual access: Provides arecord.

Disadvantages: Detects only surface cracks: Not an on-line technique.

6.5 Ultrasonics - Pulse Echo Technique

Conditions monitored: Surface and subsurface discontinuities caused by fa-
tigue, heat treatment, inclusions, lack of penetration and gas porosity in welds,
lamination; The thickness of materials subject to wear and corrosion.

Applications: Ferrous and non-ferrous materials related to welds, steel struc-
tures, boilers, boiler tubes, plastic structures, shafts, compressor receivers, etc.

P-F interval: Several weeks to several months.

Operation: A transmitter sends an ultrasonic pulse to the test surface. A receiver
amplifier feeds the return pulse to an oscilloscope. Theechois a combination of
return pulses from the opposite side of the workpiece and from any intervening
discontinuity. The time elapsed between the initial and return signals and the
relative height indicate the location and severity of the discontinuity. A rough
idea of the size and shape of the defect can be gained by triangulation.

Skill: A suitably trained and experienced technician.
Advantages: Applicable to the majority of materials.

Disadvantages: Difficult to differentiate types of defects.

6.6 Ultrasonics - Transmission Technique
Conditions monitored, applications and P-F interval: Asforpulse echo technique.

Operation: A transmitter emits continuous waves fromonetransducer which are
passed right through the test piece. Discontinuities reduce the amount of energy
reaching the receiver and so their presence can be detected.

Skill and advantages: As for pulse echo technique.

Disadvantages: As for pulseechotechnique: Problems of modulation associated
with standing waves cause false readings to be obtained.
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6.7 Ultrasonics - Resonance Technique

Conditions monitored, application and P-F interval: As for pulse echo tech-
nique. (Also used for testing the bond strength between thin surfaces).
P-F interval: As for pulse echo technique.

Operation: A transmitter is movedover the test surface and the signal observed.
Resonance in the absence of discontinuities keeps the transmitted signal high.
Discontinuities cause the transmitted signal to fade or disappear.

Skill, advantages, and disadvantages: As for pulse echo technique.

6.8 Ultrasonics - Frequency Modulation
Conditions monitored, applications and P-F interval: As for pulse echo.

Operation: A transducer is used to send ultrasonic waves continuously at chan-
ging radio frequencies. Echoes return at the initial frequency and interrupt the
new changedfrequency. By measuring the phase between frequencies the location
of the defect can be determined.

Skill, advantages and disadvantages: As tor pulse echo technique.
8 8

6.9 Coupon Testing

Conditions monitored.: General and localised erosion and corrosion.
Applications: As for electrical resistance method, except paper mills.
P-Finterval: Several months.

Operation: Coupons are usually produced from mild, low carbon steel or from
a grade of material that duplicates the wall of a vessel or pipe. The coupons are
carefully prepared, weighed and measured before exposure. After the coupons
have beenimmersed in the process streamfora period of time (several weeks to
several months) they are removed and checked for weightloss and pitting. From
these measurements, relative metal loss from the pipe wall can be calculated and
pitting can be estimated.

Skill: A suitably trained technician.

Advantages: Very satisfactory when corrosion is steady: Useful whereelectrical
devicesareprohibited: Fairly cheap: Indicates corrosiontype: Very widely used.
Disadvantages: 1.ong duration of exposure required: Response to dangerous
corrosive conditions is slow: Use of coupons is labour intensive: Corrosion rate
determination usually takes several weeks: Provides no allowance for unusual
or temporary conditions: Coupons inadequate for pulp and paper industry.
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6.10 Eddy Current Testing

Conditions monitored: Surface and subsurface discontinuities caused by wear,
fatigue and stress; detection of dimensional changes through wear, strain and
corrosion; determination of material hardness.

Applications: Ferrous materials used for boiler tubes, heat exchanger tubes,
hydraulic tubing, hoist ropes, railway lines, overhead conductors, etc.

P-F interval: Several weeks depending on the application.

Operation: A testcoil carrying alternating currentat 100 kHz to 4 MHz induces
cddy currents in the part being inspected. Eddy currents detour around discon-
tinuities, becoming compressed, delayed and weakened. The electrical reaction
on the test coil is amplified and recorded on a CRT or a direct reading meter.

Skill: A suitably trained and experienced technician.

Advantages: Applicable toawiderange of conducting materials: Can work with-
out surface preparation. High defect detection sensitivity: strip chart recorder
provides a permanent record.

Disadvantages: Poor response [rom non-ferrous materials.

6.11 X-ray Radiography

Conditions monitored: Surface and subsurface discontinuities caused by stress,
fatigue, inclusions, lack of penetration in welds, gas porosity, intergranular cor-
rosion and stress corrosion. Semiconductor discontinuities such as loose wires.

Applications: Welds, steel structures, plastic structures, metallic wear compo-
nents of engines, compressors, gearboxes, pumps, shafts, etc.

P-Finterval: Several months.

Operation: A radiographis produced by passing X-rays or gammarays through
materials which are optically opaque. The absorption of the initial X-ray depends
on thickness, nature of the material and intensity of the initial radiation. Film
exposed totheserays becomes dark whenitis developed —how dark depends on
the amount of radiation reaching it. The film is darkest where the object is thin-
nest. A crack, inclusion or a void is observed as a dark patch.

Skill: Use of equipment: a suitably trained and skilled technician. To interpret the
results: a highly skilled technician or engineer.

Advantages: Provides a permanent record: Detects defects in parts or structures
not visually accessible: Most widely applied X-ray technique.
Disadvantages: Sensitivity often low for crack-like defects: Two-sided access
sometimes needed.
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6.12 X-ray Radiographic Fluoroscopy

Conditions monitored, applications and P-F interval: as for X-ray radiography.
Operation: The transmitted radiation produces a fluorescence of varying inten-
sity on the coated screen instead of darker patches. The brightness of the image
is proportional to the intensity of the transmitted radiation.

Skill: As for X-ray radiography.

Advantages: Quick results: Scanning capability: Detects defects in parts or
structures not visually accessible: Most widely applicable technique: Low cost.

Disadvantages: No record produced: Generally inferior image quality: Less
sensitive than X-ray radiography.

6.13 Rigid Borescopes

Conditions monitored: Surface cracks and their orientation, oxide films, weld
defects. corrosion, wear, fatigue.

Applications: Internal visual inspection of narrow tubes, bores and chambers of
engines, pumps, turbines, compressors, boilers. etc in automotive, shipbuilding,
aircraft, power generation, chemical and related industries.

P-F interval: Several weeks depending on application.

Operation: Lightis channelled from an external light source along a flexible fibre
cabletotheborescope. Very intense light (300 W) enables photographs to be taken,

Skill: A suitably trained and experienced technician.

Advantages: Inspection done with clear illumination: Parts not visible to the naked
eye can be photographed and magnified.

Disadvantages: Provides surface inspection only: Resolution limited: Lens sys-
tems relatively inflexible: Operators can suffer ‘optic eye” during long inspections.

6.14 Cold Light Rigid Probes

Conditions monitored, applications and P-F interval: As for rigid borescopes
(also used m combustible and heat sensitive areas).

Operation: High intensity white lightis channelled from a cold light supply unit
(150 W)viaatlexible fibrecableinto arigid borescope. The probe contains a lens
relay system sheathed by glass fibres which passes the light to the working tip. No
lightis wasted and no heatis emitted. Forward, fore-oblique, sideways and retro-
viewing versions of these probes are available. Probe diameters range from 1.7
mm to 10 mm and lengths from 8 cm to 133 cm. Parts not visible to the naked
eye can bephotographed and magnifiedorrecorded by aminiature video camera.
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Skill: As for rigid borescopes.

Advantages: As for rigid borescopes. No heat is generated when cold light
supply used: Detailed inspection of surface finish in inaccessible areas can be
obtained without dismantling: Photographs provide permanent records: Equip-
ment portable: With the use of the video camera/endoscope technique, inspec-
tion time is reduced to a quarter of the time required for direct viewing

Disadvantages: As forrigidborescope: Probe inflexible: Not an on-line technique.

6.15 Deep-Probe Endoscope

Conditions monitored, applications and P-F interval: As for rigid borescopes.
(Also used for the inspection of pipework in boilers and heat exchangers)

Operation: These are special modular endoscopes available in lengths of up to
21 rn. They are made of stainless steel and screw together to provide a viewing
system which can penetrate bores with severely restricted entry. [llumination is
provided by a high intensity quartz halogen light

Skill: As for rigid borescopes

Advantages and disadvantages: As tor rigid borescopes.

6.16 Pan-view Fibrescopes
Conditions monitored. applications and P-F interval: As for rigid borescopes

Operation: White light of high intensity from a cold light supply unit is trans-
mitted by total internal reflection through a flexible fibre cable into a fibrescope.
The fibrescope contains optical fibres bundled together to form flexible light
pipes. The fibrescope has a remotely controllable prism built into its tip which
can be made to view forwards or sideways as required. The instrument can be
inserted using forward viewing and can be stopped to take a detailed sideways
look at any passing defect by simply rotating a control knob built into the side
of the eyepiece. Adaptors can be used to take photographs or mount TV viewers
or cine cameras. An ultraviolet light of high intensity can also be used with
fluorescent penetration to detect minute flaws in inaccessible areas

Skill: As for rigid borescopes

Advantages: As for cold light rigid probes: Flexibility makes more detailed in-
spections possible

Disadvantages: Not an on-line monitoring technique: Provides surface inspec-
tion only: Resolution limited: Operators can suffer from ‘optic eye’ during
prolonged inspections: Ultra violet fibrescopes are expensive.
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6.17 Electron Fractography

Conditions monitored.: The growth of fatigue cracks

Applications: Metallic components subjected to cyclic stresses
P-F interval: Depends on the application

Operation: Every fracture has its own ‘fingerprin’,, in that the history of the
fracture process is imprinted on the fracture surtace. By studying areplica of the
fracture with an electron microscope, it is possible to establish the causes and
circumstances of failure

Skill: Replica of the fracture surface: suitably trained technician. Analysis and
reading: experienced engineer

Advanrages: Failures can be analysed withahighdegree of certainty: No damage
caused to fracture surface when replica is made

Disadvantages: Electronmicroscope isexpensive: High degree of specialisation
required to read the results: Not an on-line monitoring technique: Inaccessible
components must be dismantled.

6.18 Colour (ASTM D-1524)

Conditions monitored: Oil colour and condition

Applications: Petroleum based insulating oils in transtormers, breakers and cables.
P-F interval: Weeks to months

Operation: A test tube is filled with the oil sample and placed next to the colour
comparator. Colour is compared by revolving the colour standard disk until a
colour match is made with the sample. The figure seen in the upper opening in
the front cover gives the direct reading. For high and medium voltage transformers
the colour limit should not exceed 3.0 on the ASTM D-1524 colour scale

Skill: Anexperienced electrician

Advantages: Provides rapid field screening of test samples for further testing.
Transformer does not have to be taken offline to monitor the insulating oil

Disadvantages: Depends on sampling technique. Can be affected by sunlight..

6.19 Oil Appearance

Conditions monitored: Oil oxidation, water contamination, wear metal particles
and particulate contamination

Applications: Lubricating oils
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P-Finterval: Days to weeks

Operation: Perhaps the simplest of all tests, appearance can provide distinct indi-
cations of oil condition and contamination. Most industrial oils are gold coloured
liquids that are bright and free of suspended solids when new. Greases, coolants
andfuels alsohave adistinct appearance priortouse. A hazyorclouded appearance
often indicates water contamination, while gradual darkening often occurs as in
oil is oxidised in service. Particles as small as 40 microns can be seen by the
unaided eye, providing an indication of large particulate contamination.

Skill: A trained semi-skilled worker
Advantages: Test simple, quick and cheap. No test equipment required.

Disadvantages: Subjective. Particles less than 40 microns cannot be seen by the
unaided eye. Particle concentration levels and source of contamination cannot
be determined. Test dependent on sampling technique.

6.20 Oil Odour

Conditions monitored: Oil oxidation
Applications: Lubricating oils
P-Finterval: Days to weeks

Operation: Most oils have a bland or nondescript odour when new and develop
a more pungent or ‘burned’ odour as they oxidise in service. An unusual odour
may indicate contamination such as fuel dilution. Often, the stronger the odour,
the greater the level of oxidation or contamination. This technique is also limited
by the subjective nature of the observation. Some people have a more sensitive
sense of smell and react differently to strong odours. In addition, vapours can
collectin closed reservoirs or storage tanks, and give oft a strong odour when the
tank is first opened. These concentrated vapours may therefore suggest higher
level of contamination or oxidation than normally exists.

Skill: Experienced semi-skilled worker
Advantages: Quick, easy and cheap. No test equipment required.

Disadvantages: Subjective.

6.18 Strain Ganges
Conditions monitored.: Strain

Applications: Large civil structures such as bridges, tunnels, the load bearing
elements of large buildings
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P-Finterval: Weeks to months

Operation: Resistance wire, foil and semiconductor strain gauges work on the
principle that when an electrical conductor is stretched, its electrical resistance
increases. By bonding the conductor to provide intimate mechanical contact with
the surface under test, any strain on that surface will be reflected in a change of
the resistance in the strain gauge. Sensitive indicating or recording equipment is
needed to monitor the strains in most structures.

Skill: Operation of equipment: a suitably trained technician: Interpretation of
results: a structural engineer.

Advantages.: Readily attached to almost any surface.

Disadvantages: The strain gauge must be compatible with both the material
under test and the environment in which it is operating.

A Preliminary Note on Viscosity Monitoring

Viscosity is an important physical property of lubricating fluids. It is essential in
providing critical clearances between moving and sliding surtaces. Improper
viscosity is an early indicator of general lubrication failure. Viscosity changes
may also be a warning sign of many potential failure conditions. An increase in
viscosity can cause sluggish valve control, pump cavitation, reduced mechani-
cal, volumetric, and energy efficiencies and increased temperature. A decrease
in viscosity can cause increased internal and external leakage, increased tempera-
ture. excessive wear due to poor lubrication and reduced control and precision.

6.22 stcosity Monitor

Conditions monitored: Viscosity changes caused by overheating, additive fail-
ure, mixed lubricants, fuel and glycol dilution, oxidation, moisture and particulate
contamination.

Applications: Oils used in diesel and gasoline engines. gas turbines, transmis-
sions, gearboxes, compressors, hydraulic systems and transformers.

P-F interval: Several weeks to months.

Operation: A sensor is attached directly to a portable condition monitor (PCM)
which controls the test sequence and displays the results. The sensortests direc-
tly from the sample bottle and gives on-the-spot viscosity results that can be
saved into the PCM for later viewing. Results can be uploaded to a desktop personal
computer for trending and graphing. The fluid temperature is measured using a
digital temperature probe.

Skill: A trained skilled technician.
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Advantages: Fast reliable, on-site testing. Can be calibrated to ASTM viscosity
standards. Measures absolute viscosity directly. Kinematic viscosity can be deter-
mined by entering specific gravity. Results can be displayed in SSU, centipoise,
centistoke, or ISO viscosity grades and can be recorded at40°C or 100°C.

Disadvantages: Equipment very expensive.

6.23 Falling Ball Comparator
Conditions monitored: Oil viscosity.

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-F interval: Weeks to months.

Operation: An oil sample is compared to a reference oil. Identical balls are
allowed to fall freely through the sample and the reference oil. The time required
to fall a specific distance provides acomparisonof the viscosities. One kit provides
a direct reading of the sample oil viscosity, while others require calculations.
Skill: A trained laboratory technician.

Advantages: Simple and easy to use. Accurate to within 1% in most cases.

Disadvantages: Oil sample needs to be translucent enough to see the ball as it
falls, dark or oxidised oils may be unsuitable. Not a field portable technique.

6.24 Kinematic Viscosity (ASTM D445)

Conditions monitored: Oil viscosity.

Applications: Oils used in diesel and gasoline engines, gas turbines, transmis-
sions, gearboxes, compressors and hydraulic systems.

P-Finterval: Weeks to months.

Operation: This test (resistance to flow) measures the time it takes for a given
volume of oil to pass through a calibrated glass capillary viscometer under a
specified head (gravity) ata given temperature (usually 100°F or 38°C). The test
can be used to monitor oil deterioration over time or to indicate the presence of
contamination by fuel or other oils. The kinematic viscosity is the productof the
time of flow and the calibration factor of the instrument. The dynamic viscosity
is the product of the kinematic viscosity value and the density of the liquid.
Skill: A trained laboratory technician.

Advantages: Can be used for both transparent and opaque oils. Good repeata-
bility. Can be used for most lubricating oils.

Disadvantages: Flammable solvents are used in the test. Not afield technique.
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7 Temperature Monitoring

A Preliminary Note on Thermography

Thermography is the measurement of the radiation emitted from the surface of
an object in real time, producing a visible image of the invisible infrared radi-
ation. It is based on the principle that all objects above absolute zero (-273°F)
emit infra-red radiation. Thermal imaging systems are electronic cameras that
maketheradiationoptically visible inan image of different colours (or gray scales).
These images can be recorded on conventional videotape or electronic media.

7.1 Infra-red Scanners

Conditions monitored: Electrical: current/resistance relationships from loose,
oxidised or corroded connections or malfunction of the component itself.
Mechanical. heat generated from friction caused by faulty bearings, inadequate
lubrication, misalignment, misuse, and normal wear

Applications: Electrical: power distribution and high tension lines, transformers,
transformer bushings, capacitor bank connections, thyristor banks. disconnects,
relays and circuit breakers, meter and control connections, circuit breaker contacts,
bus and fuse connections, fuse clips and stab connections, moulded case and air
breakers, motor windings, thermal overloads, conductor fatigue, generator
windings, generator brush riggings, generator teders to primary, exciters, voltage
regulators, motor control centres. Mechanical: boilers and refractories, steam
piping, heat exchangers, radiators, cooling towers, diesel engines, exhaust mani-
folds, hydraulic systems, gas mains, bearings, bearing lubrication, conveyor belts,
drive gears, drive belts, couplings, plastics, metals, gears. shafts, castings, extru-
sions, turbine blades, welds, buried steam lines, steam traps, brick refractories, wall
and roof insulation, ducting, rotating kilns, tyre defects. Continuous processes:
glass, paper, metal, plastic and rubber manufacture.

P-F interval: A few days to several months depending on the application.

Operation: Infra-red scanners employ sets of mirrors and/or prisms rotating at
high speed and a collimating lens to collect the radiation and deliver it to a few
detectors. The detectors respond to the radiation by generating a current, the
amount of current being proportional to the amount of radiation. This output is
then processed by an on-board processor into a visible colour image and presen-
ted on a view finder or monitor as a thermogram.

Skill: A suitably trained and experienced technician

Advantages: Non-contact - safe to view energised electrical system, stationary
g g y )
or moving processes without influencing the temperature of the object. Very
sensitive, can see temperature differences as small as 0.17F or less
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Disadvantages: Equipmentexpensive and can be cumbersome to move around.
Needs specialist to interpret the results. Camera has several moving parts.

7.2 Focal Plan Arrays (FPA’s)

Conditions monitored: Electrical: current/resistance relationships form loose,
oxidised or corroded connections, or malfunction of the component itself.
Mechanical: heat generated by friction caused by faulty bearings, inadequate
lubrication, misalignment, misuse and normal wear

Applications: Electrical: power distribution and high tension lines, transformers,
transformer bushings. capacitor bank connections, thyristor banks, disconnects,
relaysand circuit breakers, meter and control connections, circuit breaker contacts,
bus and fuse connections, fuse clips and stab connections, moulded case and air
breakers, motor windings, thermal overloads, conductor fatigue, generator wind-
ings, generator brush riggings, generator feeders to primary, exciters, voltage regu-
lators, motor control centres. Mechanical: boilers and refractories, steam piping,
heat exchangers, radiators, cooling towers, diesel engines, exhaust manifolds, gas
mains, hydraulic systems, bearings, bearing lubrication, conveyor belts, couplings,
drive gears, drive belts, plastics, metals, gears, shafts, castings, extrusions, turbine
blades, welds, buried steam lines, steam traps, brick refractories, ducting, wall and
roof insulation, rotating kilns, tyre defects. Continuous processes: glass, paper,
metal, plastics and rubber manufacture

P-Finterval: A few days to several months depending on the application.

Operation: A lens in the FPA focuses the radiation onto a matrix of detectors
which deliver spatial and thermal resolutions that were previously unknown.
Each detector is composed of many small elements. The detectors convert the
radiation into electrical energy. which is amplified and processed into a visible
image and presented on a view finder or monitor as a thermogram. FPA’s have
only one moving part - a cooler.

Skill: A suitably trained and experienced technician

Advantages: Highly versatile. Non-contact - safe to view energised electrical
systems, stationary or moving processes without influencing the temperature of
the object. Can see temperature differences as small as 0.1°F or less. Small and
compact. Radiometric.

Disadvaniages: Equipment more expensive than IR scanners. Needs specialist
to interpret the results.
7.3 Fibre Loop Thermometry

Conditions monitored: Temperature variations caused by insulation deteriora-
tion. leaks, blocked cooling systems, etc.
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Applications: Pipelines, engines, transformer windings, power cables.
P-F interval: Hours to months.

Operation: Light is passed down a fibre-optic cable. A certain arnount of back-
scatter is reflected back towards the light source and diminishes the strength of the
outgoing signal. Thereis a direct mathematical relationship between the tirne it
takes the lightto travel down the cable for a given distance, the amount of back-
scatter and the temperature of the cable. This relationship can be used to determine
the temperature at given points along the cable.

Skill: A suitably trained and experienced technician.

Advantages: Unaffected by the presence of electromagnetic interference: Oper-
able in hazardous environments: Can reach inaccessible locations: Combines
temperature sensing and data transmission in a single component (the cable):
Continues functioning even if a cable break occurs: Accurate up to 4 km.

Disadvantages: Uneconomic in small installations.

7.4 Temperature Indicating Paint

Conditions monitored: Surface temperature.

Applications: Hot spots, insulation failure.

P-Finterval: Weeks to months, depending on the application.

Operation: Asilicon-based paint which changes colour as temperatures rise. The
colour starts out green, changes to blue at 204°C and turns white at 316°C. The
colours do not change back again as the temperature drops.

Skill: No training required for observers.
Advantages: Simple: Permanent record of the highest temperature reached.

Disadvantages: Colours do not change back again: Only useful at two fixed
temperatures: Service life of each coat only one to two years (provided it does
not change colour in the interim).

8 Electrical Effects Monitoring

8.1 Linear Polarisation Resistance (Corrator)
Conditions monitored: Rate of corrosion in systems exposed to electrically con-

ductive corrosive fluids.

Applications: Cooling water systems, municipal water systems, nuclear power
heat exchange waters, geothermal power generating systems, desalination plants
and pulp and paper mills.
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P-F inrerval - Usually several months in most applications.

Operation: The electro-chemical polarisation is based on the fact that a small
voltage applied between a metal specimen and a corrosive solution produces a
current. The ratio of applied voltage to current is inversely proportional to the
corrosion rate, so this ratio provides a measure of the corrosionrate increase.

Skill: A suitably trained technician.

Advantages: Provides a quick and directindication of corrosion rate and pitting
tendency: Measures corrosion as it occurs: Some instruments record the corro-
sioncondition: Automatic and portable systems available: Sensitive to corrosion

rates as low as a fraction of a mil per year: Easy to interpret results.

Disadvantages. Portable equipment does notprovide a permanentrecord: Read-
ings must be adjusted when taken in high sensitivity corrosive media: Gives no
information on total corrosion.

8.2 Electrical Resistance (Corrometer)
Conditions monitored: Integrated metal loss (i.e. total corrosion).

Applications: Petroleum refineries, process plants, gas transmission plants, under-
ground or undersea structures, cathodic protection monitoring, abrasive slurry
transport, water distribution systems, atmospheric corrosion, electrical generat-
ing plants, paper mills, etc.

P-F interval: As for linear polarisation resistance.

Operation: The system iscomposedof a probe and an instrument toread the probe.
The probe consists of a wire, strip or tube of the same metal as the plant being
monitored. The electrical resistance of the probe, measured by a bridge circuit,
increases as the probe cross-section decreases with corrosion. The increased resis-
tance corresponds to total metal loss, which is easily converted to corrosion rate.

Skill: As for linear polarisation method.

Advanrages: When plotted against a time scale, yields both corrosion rate and
total metal loss: Can be used in any environment: Portable equipment available:
On-line monitoring possible: In-plant equipment provides permanent records:
Interpretation normally easy.

Disadvantages: Does not indicate whether the corrosion rate at a particular time
is high or low: Portable equipment provides no permanent record.
8.3 Potential Monitoring

Conditions monitored: Corrosive states (active or passive) such as stress-corro-
sion cracking, pittingcorrosion, selectivephase corrosion, impingement attack etc.
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Applications: Electrolyte environments such as chemical process plants, paper
mills, electrical generating plant, pollution control plants, desalination plants,
etc; best suited to stainless steel, nickel-based alloys and titanium

P-F interval: Depends on the material and the rate of corrosion.

Operation: Thistechniquetakesadvantage ofthe factthat, fromthe pointof view
of corrosion, ametal which is in a passive state (low corrosion rate) has a noble
corrosion potential, while the same metal inan active state (higher corrosion rate)
has amuch less noble potential. The potential changes when passivity breaks down.,
and measurements can be made using a voltmeter of about 10 megohm input
impedance and full-scale deflection of 0.5 to 2 volts.

Skill: Usuallya trained technician, but sometimes needs anexperienced engineer
Advantages: Monitors localised attack: Fast response to change.

Disadvantages: Small potential changes can be influenced by changes in tempera-
ture and acidity: Does not give a direct measure of corrosion rate or total corrosion:
Expertassistance may be required for interpretation.

8.4 Power Facter Testing

Conditions monitored: Power loss through the insulation system caused by leakage
to ground, moisture in cables.

Applications: Electrical circuits, transformer windings, high voltage transformer
bushings, high and medium voltage cables.

P-F interval: Several months.

Operation: Power factor is circuit resistance divided by circuit impedance. A
known voltage is applied to the winding insulation and the resulting current is
measured. The cosine of the angle between the voltage and current is called the
power factor. The measured current squared times the insulation resistance is
called the watts loss. These values are measured and recorded when the insulation
system is firstinstalled to establish a baseline. Subsequent tests results are com-
pared to the initial readings. As the circuitimpedance changes due to aging, mois-
ture, contamination, insulation shorts or physical damage, the power factor rises.
A newly filled oil transformer should have a power factor of under 0.5% and an
in-service oil filled transformer under 2%.

Skill: Conducting the tests: field technician. Analysing the data: an engineer.
Advantages: One of the best predictive tests.

Disadvantages: Not an on-line technique.
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8.5 Meggers and Other Voltage Geuneraters
Conditions monitored: Insulation resistance.
Applications: Electrical circuits.

P-F interval: Months to years.

Operation: A known DC (250 volts to 10kV) voltage is applied to the equipment
under test, resulting in a (hopefully) small current flow. It there is no current
return to the test set from the equipment under test. this current must be flowing
to ground. The current flowing to ground is called ‘leakage current’. The insu-
lation resistance can then be calculated using Ohms Law.

Skill: Technicians or engineers.
Advantages: A simple and very well understood technique.

Disadvantages: Test cannot be carried out on-line.

8.6 Breaker Timing Testing

Conditions monitored. Breaker contact travel, speed, wipe and bounce.
Applications: High and medium voltage circuit breakers.

P-Finterval: Weeks to months.

Operation: A transducer is mechanically attached to the breaker mechanism,
then electrically connected to a timing set. The breaker circuit is then operated
through its entire cycle of opening and closing. The test set measures contact
travel, speed, wipe and bounce. These results are compared to the last test and
to the manufacturers’ recommendations. Trending this information indicates
whether adjustments to the breaker are necessary.

Skill: Conducting the tests: field technicians. Analysing the data: an engineer.
Advantages: High and medium voltage breakers can benefit from this test.
Disadvantages: Notanon-line technique. Notapplicable to mouldedcasebreakers
and/or low voltage breakers.

8.7 Breaker Contact Resistance Test

Conditions monitored: Breaker contact wear and deterioration.

Applications: Circuit breakers.

P-F interval: Several weeks.

Operation: A DC current, usually 10 or 100 amps is applied to the contacts. The
voltage across the contacts is measured and the resistance can be calculated using
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Ohm’s Law. Resistances of about 200 micro-ohms are normal, although manu-
facturers routinely publish their own design limits. This value is trended over time
to assess deterioration. Maximum limits can be obtained from manufacturers.

Skill: Conducting the tests: field technician. Analysing the data: an engineer.

Advantages: Resistance values can be trended over time to detect potential fail-
ures before the breaker contacts deteriorate significantly.

Disadvantages: Notanon-line technique. Normal resistance meter cannotb ¢ used
due to the resistance being in the order of micro-ohms. Not recognised as a true
predictive technique.

8.8 Motor Circuit Analysis (MCA)

Conditions monitored: Changes in conductor path resistance caused by loose or
corroded connections, loss of copper (turns) in the stator: Phase to phase induc-
tance caused by magnetic interaction between stator and rotor: Stator inductance
affected by rotor position, rotor porosity and eccentricity, stator turn, coil and
phase shorting; Winding cleanliness and resistance to ground.

Applications: Electric motors (DC, AC induction, synchronous and wound rotor).
P-F interval: Several weeks to months depending on the application.

Operation: A numberof tests arctakentogether to give a complete picture of the
motor circuit condition. Algorithms and rules are used to measure the severity
of any defects which may be present. The test applies low DC and AC voltage
(resistance to ground test uses S00 or 1000 volts DC) at the motor control centre
(MCC) power bus to measure the following: resistance to ground, circuit re-
sistance (phase-to-phase), capacitance to ground, inductance {phase-to-phase),
rotor influence, DC bar to bar and polarisation index/dielectric absorption. In
the conductor path of the motor circuit, theresistance of each phase is measured
and compared to the other phases. Readings are usually lower for large motor
circuits and higher for smaller motors. Unequal resistance in any part of the
circuit unbalances the voltages in the phases, which in turn causes significant
heating of the motor windings. Inductive imbalance is also measured. This
indicatesimbalanced magnetic fields and unequal current flows in the windings,
and is mostoftenassociated with stator windings (but can be influenced by the
stator iron and rotors). Increased capacitance values are normally associated
with the motor. When the void between the stator and the motor casing becomes
dirty and/or damp, the capacitive effect between the conductor path inside the
insulation and the outer ‘skin’ of the insulation is increased. AC current can pass
across this ‘natural capacitance” and then to ground via the dirty, wet connec-
tions to the motor casing.

Skill: Conducting the tests: field technician. Analysing the data: an engineer.
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Advantages: Tests are done at low voltages and minimum current test signals

which are non-destructive. Lightweight and portable equipment can be used in
the field. Tests can be done at the MCC requiring no breakin motor connections.

Disadvantages: Not an on-line technique. Motor circuit must be non-energised.

8.9 Electrical Surge Comparison

Conditions monitored: Turn-to-turn and phase-to-phase msulat.lon dete'rloratlon,
and reversal or open circuit in the connection of one or more coils or coil groups.

Applications: Induction or synchronous motors, DC armatures, synchronous
field poles.

P-F interval: Weeks to months, dependent on motor cycle frequency and starts
under loaded conditions.

Operation: A transient surge is applied at high frequency to two separate but
equal parts of a winding. The resulting voltage waveform§ reﬂgcted from each
partare displayed onan oscilloscope. If both windings are identical, each wave-
form is exactly superimposed on the other, so a single trace appears on the screen.
If one of the two winding segments contains a short-circuit, ora rev.efsed oropen
coil. the wavetorms are visibly different. If this problem is foun.d, it is necessary
to establish which segmentis at fault. Thiscan bedoneby comparingeach segment
to a third segment, and noting which combination produces the wgveform d'e-
flections. Generally, shorted or missing turns cause fairly smz.lll differences in
waveform amplitude. Mis-connections such as coil reversal or mterphase. shorFs
tend to cause large differences or irregularities in waveform' shape. With this
method it is also often possible to determine the voltage at which tum—to-tum or
phase-to-phase conduction begins. If this shorting is near operating voltage,
then the motor has a serious insulation fault and should be replaced as soon as
possible. If shorting is not detected up to twice operating voltage plus. 1000V,
the winding is considered good and the motor can be returned to service.

Skill: A trained and an experienced test operator.

Advantages: Portable. Turn-to-turn and phase-to-phase shorting oftenoccur bef ore
deterioration of ground wall insulation giving longer P-F intervals. Most equip-
ment can also perform high potential test (see 8.14 below).

Disadvantages: Quitecomplexand expensive. Cannot evaluate one coil by itself.
Requires careful repetition to determine the location and severity of a fault.

8.10 Motor Current Signature Analysis

Conditions monitored: Broken rotor bar(s) or shorting rings, hlgb- resmlanc.e
between bars and rings, uneven rotor-stator air gaps, rotor misposition, deteri-
orated or shorted rotor or stator core lamination.
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Applications: AC or DC motors.
P-F interval: Several weeks to months.

Operation: This technique is based on the principle that an electric motor driving
a mechanical load acts as an efficient, continuously available transducer. The
motor senses mechanical load variations and converts them into electric current
variations which are transmitted along the motor power cables. These current
variations, though very small in relation to the average current drawn by the
electric motor, can be monitored and recorded at a convenient location away
from the operating equipment. Analysis of the variations provides an indication
of machine condition, which may be trended over time to provide a warning of
deterioration or process alteration. The test is done by placing a single split- jaw
current transformer probe on one of the power leads at the motor control centre
or starter cabinet. The raw waveform signal is amplified, filtered and further
processed to obtain a measurement of the instantaneous load variations within
the drive train and the ultimate load. In general, the current in the three phases
should not differ by more than 3%. If the variation exceeds 3% for any phase,
stator problems could exist. The amplitudes at line frequency can also be com-
pared with the pole pass frequency immediately to the left of line frequency. A
significant difference in amplitude between these two trequencies indicates a
cracked or broken rotor bar, end ring, or slip ring, or resistance joint problems.

Skill: To clamp current transformer around one of the 3-phase power line leads
an experienced electrician. To conduct the test and interpret the results: a tech-
nician with an understanding of electric motors.

Advantages: On-line measurements can be taken without breaking any electrical
connections. No electrical connections arerequired which reduces the hazard of
electrical shocks. Readings can be taken remotely and safely on large, high
speed or otherwise hazardous machines.

Disadvantages: Complex due to the relatively subjective nature of interpreting
the spectra (this has recently been improved from a data collection and analysis
interpretation standpoint). Equipment expensive.

8.11 Power Signature Analysis

Conditions monitored: Rotors, broken bars, cracked or broken end rings, bad
cage joints, bowed or bent rotors; Stators, shorted lamination, eccentricity; Single
phasing, phase current and voltage balance, resistive and inductive imbalance;
Torque variations, wear or deterioration of machine clearances, flow or machine
output restrictions, machinery alignment; Machinery efficiencies.

Applications: AC induction motors, synchronous motors, compressors, pumps
and motor operated valves.
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P-F interval: Several weeks to months.

Operation: Probes are attached to motor feed lines either at the Motor Control
Centre (MCC), at abreaker box or locally at the motor, to gather electric current
and voltage signals while the motor is running. A signal conditioning unitcondi-
tions and filters analog signals sensed from the feed lines. Data files are compiled
and analysed using application based software tools (Fast Fourier Transform) to
plot variables such as total real power, total reactive power and total power
factor. Analysis of the plots enables the motor and overall system performance
to be evaluated in detail. The plots can also be compared to baseline fingerprints
to detect deviations.

Skill: To attach probes to live motorfeed lines: anelectrician. Toconduct the test
and interpret the results: an experienced technician.

Advantages. Tests can be done without shutting down theequipment. One of the
few techniques that enables brokenrotor bars to be detected under load. Allows
equipment efficiencies to be determined.

Disadvantages. Skill and care required when connecting probes to live motor
feed lines. Interpreting and analysing the data takes some practice and an under-
standingofelectric motors and the drivenequipmentis necessary. Limited number
of industry-wide applications for comparison. Equipment expensive.

8.12 Partial Discharge
Conditions monitored: Insulation breakdown.

Applications: All types of medium voltage electrical equipment including switch-
gear, bus ducts, transformers, arresters, bushings, switches, motor starters, pot-
heads, motors, generators, cable terminations, cable splices, and the cables them-
selves. Distribution systems and equipment > 2,000 volts AC.

P-F interval: Severalweeks tomonths (voltage levels, theshapeof the void, am-
bient temperature, system losses all influence how quickly the insulation fails).

Operation: A partial discharge (PD) occurs when a small void, crack, or irregu-
larity in an insulation system causes an electric field to build up. Sensors are used
to pick-up the PD. On switchgear, the sensor is connected between the grounded
side of the metering CT circuit. On cables, the sensor is connected around the
ground wire that connects the cable shield or placed around the insulated con-
ductor. On motors, sensors are placed on the motor frame or around the ground
connection or around the insulated motor lead. In analysing the data, three issues
are considered:

» the number of pulses per cycle and the magnitude of the pulse (field strength

in pico coulombs)
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* the power of the pulses (intensity)

* the rate of change over time of the power (trend analysis)

th%n trendingdatathree levels of PD thresholds are set. Green means good for
continued use, yellow means increased activity and red means failure is imminent.

Skill: Experienced electrical technician.

Advantages: Allows quick and more informed decisions. Can be applied to any
type of electrical equipment.

Disadvantages: Current available on-line technology cannot locate the exact
source of the PD while the equipment is energised. One single data point provides
little or no information. Several data points are needed to trend information. No
current standards available on maximum acceptable levels of PD activity, except
for cables. Expert knowledge and statistical analysis required to set PD thresholds.
Need special sensors off-line to determine the exact location of PD activity.

8.13 High Potential (Hi-Pot) Testing
Conditions monitored: Motor winding ground wall insulation deterioration.

Applications: AC and DC motors.

P-F interval: Several weeks.

Operation: High DC voltage is applied to the stator windings in graduated steps
orramps up to a limit, usually twice the line voltage. Test voltages are usually
derived from the IEEE Standard 95. At the first sign of non-linearity in the test
current or drop in insulation resistance with further voltage increase, the test
voltage is recorded and the voltage removed inorder to avoid complete insulation
breakdown. If the insulation withstands the voltage, it is considered to be safe and
the motor can be returned to service. Any trend in voltage at which non-linearity
incurrentdropor insulation resistance occurs can be used to predict remaining lite.

Skill: An experienced electrical technician.

Advantages: Tests normally correlate with surge comparison tests.
‘Disadvantages: Motors have to be taken out of service to conduct the test. Test-
ing potentially destructive.

8.14 Magnetic Flux Analysis

Conditions monitored: Broken rotor bars, unbalanced phases and anomalies in
stator windings such as turn-to-turn, phase-to-phase and phase-to-ground shorts.

Applications: AC induction motors.

P-F interval: Several weeks to months
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Operation: A flux coil sensor is placed at the centre of the axial outboard end of
the motor. (Consistent positioning of this sensor is essential for reliable and trend-
able data.) The signal received from the sensor is transformed into the frequency
domain using an FFT analyser. A trend of certainmagnetic flux frequencies will
indicate electrical asymmetries associated with the rotor and stator windings.
Most of the peaks in a flux coil spectrum occur at frequencies which have some
relationship to running speed. Broken rotor bars increase the sideband activity
around running speed. Unbalanced supply voltage (which causes motor heating
and eventually leads to premature deterioration of the stator windings) shows no
change except around the peak occurring at line frequency +1 x RPM. One of
the first faults a winding will encounter is turn-to-turn shorts, which then migrate
into phase-to-phase or phase-to-ground shorts. A winding fault can be indicated
around the 3 x running speed sideband of line frequency. A variation of this
technique is used to detect turn-to-turn shorts by looking at the family of ‘slot
pass’ frequencies from measurements taken with a flux coil. Flux measure-
ments are taken as mention above, and the resulting signature is analysed at the
‘slot pass’ frequencies. The principle slot pass frequency occurs at the product
of the number of rotor bars and running speed. The technique involves compar-
ing spectra over time to determine when changes occur.

Skill: Torecord the spectrum: an electrician/technician with an understanding of
motors. To interpret the results: an engineer.

Advantages: One of the few techniques that can detect faults associated with elec-
trical insulation of electric motors while the motor is on-line.

Disadvantages: High degree of skill and knowledge of electric motors required
to interpret results.

8.15 Battery Impedance Test

Conditions monitored: Cell deterioration.

Applications: Emergency power and DC control power batteries.
P-F interval: Several weeks.

Operation: As abattery ages and begins to lose capacity, its internal impedance
rises. A battery impedance set injects an AC signal between the terminals of the
battery. The resulting voltage is measured and the impedance calculated. Two
comparisons can then be made: first, the impedance is compared with the last
reading for thatbattery; and second, the reading is compared with other batteries
in the same bank. Each battery should be within 10% of the others and 5% of its
last reading. A reading outside these values indicates a cell problem or capacity
loss. There are no set guidelines and limits for this test. Each type, style and con-
figuration of battery has its own impedance, so it is important to take a baseline
reading early in the battery’s life.
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Skill: Field technician.

Advantages: Thetestcan be performed without removing the battery from service
as the AC signal is low level and ‘rides’ on top of the DC of the battery.

Disadvantages: Test could take a long time on large battery banks.
9 A Note on Leaks

With the exception of ultrasonic leak detection, a topic which has not been
covered in much detail in this Appendix is leaks, especially in underground
storage tanks. This is because a publication which provides a comprehensive
description of 36 different leak detection methods is already available. It is
ga-lled "Underground Leak Detection Methods - A State of the Art Review", and
is inthe form of areportpreparedin 1986 by Shahzad Niaki and John Broscious
of the IT Corporation in Pittsburghand commissioned by the Hazardous Waste
Engineering Research Laboratory, Edison, New Jersey. Copies of the reportare
available from the National Technical Information Service, a division of the
United States Department of Commerce based in Springfield, Virginia, USA.
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index

AE: see Atomic emission
Abrasion: 59
Accelerometer: 351
Acceptable:
looks: 25, 296
risk: 30, 98-101, 256, 343-347
Acoustic emission: 361-362
Actuarial analysis: 250-255, 257
Administering RCM: 275-277
Age-related failures: 11, 131-133, 160-
161, 235-238, 243-246
Air Transport Association of America
(ATA): 323
Aircraft accidents: 309
Airlines and RCM: 318-321
All-metal debris sensor: 366-367
Amplitude demodulation: 357
Amplitude sensors: 351
Analysis paralysis: 65
Analytical ferrography: 362-363
Anthropometric factors: 335-336
Anxiety: 40
Appearance: 40
Applying RCM: 16-18, 261-291
Asset hierarchy: 327-330
Atomic absorption spectroscopy: 374
Atomic emission spectroscopy: 372
Attentional failures: 338
Attractiveness: 25
Audit trail: 20,316
Auditing RCM: 18, 214-217, 271, 274,
276
Availability: 3,294-304, 310-312
of hidden functions: 115-118, 257
and failure-finding: 175-179
Average life: 132, 137, 238

"B10" life: 241-242, 294
Ball bearing: 141, 157-159, 207
Batch processes: 29

Bathtub curve: 12, 249
Battery impedance test: 410-411
Benchmarking: 303
Benefits of RCM: 307-317
Bhopal: 308
Blot testing: 368-369
Boiler: 332

house: 227, 328-332
Boundaries: see System boundaries
Brake lights: 173, 175-176, 191
Breaker contact resistance test: 404-405
Breaker timing testing: 404
Broad band vibration analysis: 352
Broken belt detector: 41
Butterfly eftect: 159

"Can be done by": 208-209
Capability: see Initial capability
of people: 221
Car:
desired performance: 37, 39, 43
bodywork: 295-296
Causation: 65-70
Cause and effect: 72
Centralised lubrication systems: 59
Cepstrum: 356-357
Challenges facing maintenance: 5
Chaos: 22
Chaos theory: 159
Checklist: 227-229
Chemical effects: 130, 349, 370-38%
Chemical measurement of tluid proper-
ties: 377-378
Civil aviation:
and RCM: 318-32]
safety record: 309
Clear and bright test: 387-388
Coal mine: 310
Cold light rigid probes: 393-394
Colour indicator titration: 383
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Combination of tasks: 169, 206
Comfort: 40
Commissioning: 248
Complex equipment: 142
and actuarial analysis: 250
Computers and RCM: 211, 271,290
Condition-based maintenance: 145
Condition monitoring: 5, 149-150, 348-411
Conditional probability of failure: 237
Consequence evaluation: 11, 217
Consequences of failure: 10-11, 15, 71-
72,90-127, 203-204, 285
avoidance: 91
categories: 10
economic: 15, 105, 108
environmental: see Environmental
hidden failure: see Hidden
operational: see Operational
non-operational: see Non-operational
recording decisions: 203-204
safety: see Safety consequences
strategic framework: 127
Consensus: 17, 267, 273
Consistency of P-F interval: 148-149,205
Consolidating task intervals: 223
Constant bandwidth analysis: 353
Constant percentage bandwidth analysis:
353-354
Contaminants in fluids: 370-371
Continuum of risk: 120, 343-347
Containment: 26, 40, 299
Contradiction:
in maintenance schedules: 223-224
the ultimate: 252
Control: 39
Control limits: 27
Corrator: 401-402
Corrective maintenance: 171
Cerrometer: 402
Corrosion: 134
Coupon testing: 391
Cost: 4
effectiveness: 3, 19, 312-314
maintenance: 278, 305
operating: 104, 201
repair: 104, 108-110, 147,256
Crackle test: 387
Craftsman: see Maintenance craftsman

Crankshaft grinding: 26, 27, 34, 49
Criticality assessment: 280

Customer service: 3, 19,29, 104,201, 280
Cusumchart: 151

Damage: see Secondary damage
Database: 19, 267-268, 315-317
Data: 255-260
failure: see Technical history data
Debottlenecking: 62-63
Deep probe endoscope: 394
Decision Diagram: 200-201, 267
Decision support: 5
Decision Worksheet: 198-211, 267, 271
Default actions: 14,91, 170-197
recording decisions: 206
Defect reporting: 233-234
Design changes: see Redesign
Desired performance: 23-24, 130, 189,
256
Detective tasks: 171
Deterioration: 58-50, 130-133
Device:
protective: see Protective devices
DIAL.: see Differential absorption LIDAR
Dielectric strength: 375-376
Differential absorption lidar: 377
Direct reading ferrograph: 363-364
Disassembly: 60
Discard: see Scheduled discard
Distribution:
exponential: 239-241
normal: 132, 236-237
survival: 236, 240, 244
Weibull: 242-243
Dirt: 60
Disassembly: 60
Downtime: 3, 75-77, 147, 256, 278, 294
Drawings: 20, 316
Dynamic effects: 150, 349, 351-362

Economy: 42
Economic:
consequences: 15, 105, 108
-life limits: 139-140
risk: 119, 343, 346
Eddy current testing: 392
Effectiveness:
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see Maintenance effectiveness
Effects: see Failure effects
Efficiency: 42, 294-295
energy: 294
maintenance; 304-307
Elapsed time: 230-231
Electrical effects: 150, 350, 401-411
Electrical resistance meter: 402
Electrical surge comparison: 406
Electro-chemical corrosion monitoring:
382
Electron fractography: 395
Electrostatic fTuorescent penetrants: 389
Emergency medical equipment:
Emergency power generators:
Empowerment:
Energy dispersive X-ray spectrometry:
375
Entropy: 22
Environment: 324
Environmental consequences: 3, 10, 15,
93, 94-103, 204, 263
definition of: 95
andredesign: 102, 190
standards: 30, 95, 279
Environmental hazards: 75
Environmental integrity: 19, 38, 308-309
Equipment effectiveness: 301
Equipment vendors: 77-78, 288-289
Ergonomics: 40
Erosion: 59
'ESCAPES' functions: 38-44
Evaporation: 59, 134
Evidence of failure: 74
Evident failures: 92-93
categories: 93
Evident function: 92
Exceptional violations: 338, 342
Exhaust emission analysers: 382-383
Existing assets: 19
Existing maintenance schedules: 71-72
Expectations of maintenance: 3
Expert systems: 317
Exponential distribution: 239-24]

FAA: 318-323
FFT: see Fast Fourier transform
Facilitators: 17 -18, 269-277
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Failed state: 46, 53
Fail-safe: 111-112, 127
Failure: 45-46
age-related: see Age-related failures
conditional probability of: 11-12, 132
consequences: see Consequences of
failure
data: see Technical history data
definition: 46
development period: 146
effects: see Failure effects
evidence of:: 74
evident: 92-93
~finding task: see Failure-finding
functional: see Functional failure
hidden: see Hidden failure
management policy: 64, 69
modes: see Failure modes
multiple: see Multiple failure
non-age-related: 140-143
pattern: see Patterns of failure
potential: see Potential failure
random: see Random failure
reporting policies: 233-234, 251-252
traditional view of: 11
Failure effects: 9,73-79,91,216,262, 285
Failure-finding: 11, 14, 15, 122, 123, 170,
171-186, 206, 259, 265
decision process: 186
definition: 173
intervals: 175-185
a less formal approach: 183-184
a rigorous approach: 179-183
other approaches: 184
technical feasibility: 185
worth doing: 185
Failure modes: 9, 53-73, 216, 124, 262,
270, 285
categories: 58-64
definition: 53
detail required: 64-73, 80-88
probability: 70-71
reason for analysng: 55-57
sources of information: 77-80
Failure rate: 293, 295
see also: Mean time between failures
and note on P96
Falling ball comparator: 398
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Fast Fourier transform: 351
Fatigue: 59, 134
and bearing failure: 157-159
Fault-tree analysis: 344-345
Feasible: see Technically feasible
Federal Aviation Agency:see FAA
Ferrography: 362
Fibre loop thermometry: 400-401
Field technicians: 78, 313
First Generation: 2
Flow processes: 29
Fluorescence spectroscopy (X-ray): 374
FMEA: 53-89
see also Failure modes anc Failure effects
Focal plan arrays: 400
Fourier analysis: 351
Fourier transform infrared spectroscopy:
378
Fractional dead time: 117
Frequencies:
consolidation: 223
failure-finding: 175-185
high: see Maintenance schedules
low: see Maintenance schedules
on-condition: 145-149, 163-165
scheduled discard: 138-140
scheduled restoration: 135
Frequency analysis: 356
Fuel line: 81-85
Functions: 7-8,21-44,215, 261-262
definition of: 22
different types: 35-44
evident: see Evident functions
hidden: see Hidden functions
primary: 8, 35-37
secondary: 8, 34, 37-44
superfluous: 43
Functional block diagrams: 36, 329-333
Functional checks: 171,173
Functional hierarchies: 329-333
Functional effectiveness: 297-304

Functional failures: 8-9,45-52, 124, 155,

216,262

definition: 47
Gas chromatography: 379-380
Gas station: 297-302
Gearbox failure: 72, 86-88
Generic failure data: 79

Graded filtration: 367-368
Groups: see Review Groups

Hidden failures: 10, 15, 92-93, 111-128,
172,204,263
normal circumstances: 126
operating crew: 125-126
primary & secondary functions: 125
and redesign: 122, 191-192
the question of time: 124
Hidden functions: 111-128, 170
decision process: 123
required availability: 115-118
Hierarchy:
asset: 85, 327-330
functional: 329-333
High-frequency: see Maintenance schedules
High petensal (Hi-pot) testing: 469
History: see Technical history
Hopper: 195-197
Human error: 60, 61, 70, 335-342
Human senses: 149, 153-154
Human sensory factors: 337
Hygiene: 39

Implementing RCM recommendations:
18,212-234,276

Inductively coupled plasma: 373

Initial capability: 23-24, 47-48, 64, 130

Initial incapability: 64

Initial interval: 207-208, 217

Infant mortality: 13, 143, 247-249, 311

Information Worksheet: 38, 52, 54, 89,
202,267,271

Infra-red scanners: 399-400

Infra-red spectroscopy: 379

Initial capability: 23-24

Initial interval: 207-208

Installation and infant mortality: 247-248

Integrative framework: 317

Interfacial tension: 376

ISO 9000: 219

Job card: 233-234
Just-in-time: 3, 31

Karl Fischer titration test: 385-386
Kinematic viscosity test: 398
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Knowledge-based mistakes: 338, 341-342
Kurtosis: 361

"L10" life: see B10 life
Lapses: 338-339
Lead time to failure: 146
Leak detection: 411
Legislation:

safety: 103
Level of analysis: 81-88, 215
LIDAR: 370
Life: 294

average: 132, 137, 238

safe-: 138-139

useful: 19, 132,137,238, 314
Light detection and ranging: see LIDAR
Light extinction particle counter: 365
Light scattering particle counter: 366
Likely victims: 99-100, 263, 308, 347
Linear P-F curves: 160-162
Linear polarisation resistance: 401-402
Liquid dye penetrants: 388
Living RCM program: 277
Lubrication failure: 59,72

MTBEF: see Mean time between failures
MTTR: see Mean time to repair
Magnetic chip detection: 368
Magnetic flux analysis: 409-410
Magnetic particle inspection: 389
Maintain:

definitions: 6
Maintainable: 24
Maintenance: 188-189

challenges: 5

costs: 312-314

craftsmen: 17,222,226-232,262-268,

291

definition: 6

effectiveness: 293-304, 312-314

efficiency: 304-307

labour: 305

planning & control systems: see Planning

and redesign: 188-189

schedules: 18, 222-224

supervisors: 17,228-234,262-268,291
Management information: 258, 292-304
Manuals: 20, 316
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Manufacturer of equipment: 77-78, 288-
289

Margin for deterioration: 23

Market demand: 32

Mean time between failures: 106, 175-
182,238,241, 257-260, 263, 293-301

Mean time to repair: 76

Measuring maintenance performance: 292

Meetings: 266-269, 272-276

Megger testing: 404

Memory failures: 338

Mesh obscuration particle counter: 364

Mil-Std-2173: 323

Military undertakings: 104

Milk processing: 310

Milling machine: 29, 303

Mistakes: 338-341

Modes: see Failure modes

Modify: see Redesign

Moisture monitoring: 385

Motivation: 20, 315

Motor circuit analysis: 405-406

Motorcurrent signature analysis: 406-407

MSG-1: 320-321

MSG-2: 320-321

MSG-3: 322-326

Multiple failure: 113-115, 206
probability of: 115-120, 172-173, 179-
180, 257, 263

Nett P-F interval: 146-148

New expectations: 3

New assets: 19, 269

New research: 4

New techniques: 5-6

No scheduled maintenance: 14, 15, 107,
109, 187, 206

Non-age-related failures: 140-143

Non-maintainable: 24

Non-operationalconsequences: 10, 15,93,
108-110, 170, 204, 264
and redesign: 110, 193

Normal circumstances: 126, 263

Normal distribution: 132, 236-237

Octave band analysis: 352-353
OEE: 302-304
Oil appearance: 395-396
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Oil colour: 395
Oil odour: 396
Once-of f changes: 18, 220-221
On-condition tasks: 11, 14, 145-169, 205,
264
definition: 145
intervals: 145-149
pitfalls: 155-156
Operating context: 7, 28 - 35, 50, 72-73,
91, 108, 281, 285
hierarchy: 34-35
Operating costs: 104, 201
Operating crew: 125-126, 263
Operating procedure: 18
Operational consequences: 10, 15, 93,
103-108, 170, 204, 259, 264, 310
definition of: 104
and redesign: 107, 193-197
Operations managers: 261-268, 291
Operations supervisors: 17,262-268,291
Operator: 17,209, 225-226, 262-268, 291
Outcomes of RCM: 18
Output: 19, 104, 201, 293
Overall equipment effectiveness: 302-304
Overhaul: 13, 143, 311
see also Scheduled restoration tasks
Overloading: 61-64
Oxidation: 134

P&ID: 329
P-F curve: 144-145, 157-162, 348-349
linear: 160-161
and random failures: 156
P-F interval: 145-149, 156, 205, 256, 348-
410
consistency of: 148-149, 205
definition: 145
determining the: 163-165
nett: 146-148
vs operating age: 156, 160-162
Packaging tasks: 223
Pan-view fibrescopes: 394
Pareto analysis: 280
Partial discharge: 408-409
Partial failure: 47
Particle effects: 150, 349, 362-370
Particle monitoring: 349, 362-370
Participation: S, 266-269, 282-285, 315

Patch test: 369
Patterns of failure: 12, 235-249
A:r 12, 133, 249
age-related: 11, 131-133
B: 12, 132, 133, 235-238
C: 12,133, 243-246
D: 12, 143, 246
E: 12, 143, 239-242
F: 12, 143, 246-249
non age-related: 140-143
Peak value analysis: 358
PeakVue analysis: see Peak value analysis
Performance standards: 7, 22-27,47, 91,
256
Phase: 351
Physical:
asset: 6, 21-24, 81,302, 304, 327-330
effects: 150, 350, 388-398
Physiological factors: 337-338
Piper Alpha: 308
Plant register: 16, 327-330
Planning:
an RCM project: 16, 275, 283
board: 230
& control systems: 224-232, 306
high-frequency schedules: 224-225,
226-229
low-frequency schedules: 224-225,
230-232
elapsed time: 230
running time: 231
Poka yoke: 339
Pore-blockage technique: 364-365
Potential failure: 14, 144-145, 154, 155,
205, 256, 310, 348-349
definition: 144
Potential monitoring: 402-403
Potentiometric titration:
TAN/TBN: 383-384
TBN: 384
Power factor: 384-385
testing: 403
Power signature analysis: 407-408
Predictive tasks: 144-169, 171
Pressure relief valve: see Relief valve
Pressure switch: 125
Preventive tasks: 133-140, 171
Primary effects monitoring: 149, 152-153
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Primary functions: 8, 35-37, 125

PRN: 280

Proactive maintenance: 129-169

Proactivetasks: 11-14,91, 102-103, 106-
107, 170, 285
combination: 169
hidden failures: 121
order o f preference: 169
recording decisions: 204-206
selection: 167-169

Probability
see Mean Time between Failures and
note on P96

Probabilty/risk number: 280

Process:
& instrumentation drawings: 329
batch: 29
flow: 29

Productquality: 3, 19, 60, 104, 149,201,
277,312
monitoring: 151-152

Production effects: 75-77

Production managers: 261

Project managers: 17, 275-277

Proposed task: 206-207

Protected function: 110
mean time between failures: 179-181,
185

Protective devices: 41-42, 111-115, 172-
185

Proven technology: 247

Proximity analysis: 359

Psychological factors: 338-342

Pulse-echo technique: 390

Pump:
desired performance: 22-23, 24
different operating contexts: 28, 29
hidden failures: 92, 93
failure modes: 54, 56-57, 61, 65-69
failure-finding: 178-179, 192
functions: 22-23
functional failures: 46
impeller failure: 54, 56-57
multiple failure: 118, 121, 122
non-operational consequences: 108-110
operational consequences: 105-106
protective devices: 111
redesign: 192

Index 421

Quality checks: 226
Quality standards: 3, 29
of products: see Product quality

Random failure: 13, 140-143, 239-242
and P-F intervals: 156
Raw material supply: 33
RCM: see Reliability-centred Maintenance
RCM:
facilitators: see Facilitators
in perpetuity: 284-286
meetings: see Meetings
review groups: see Review groups
RCM 2: 323-326
Decision Diagram: 200-201
Worksheets: see Information Work-
sheet and Decision Worksheet
Real time analysis: 354
Real time ferromagnetic sensor: 366
Redesign: 11, 14, 15, 18, 188-197, 206,
207, 220-221, 265,271
economic justification: 193-197
hidden failures: 122, 123, 186, 192-193
environmental consequences: 102, 190
and maintenance: 188-189
non-operational consequences: 109-110,
193-197
operational consequences: 107, 193-197
safety consequences: 102
Redundancy: 29, 104, 280
Register: see Plant register
Regulation: 30
Reliability: 3, 43,293,310-312
and failure-finding: 175-185
Reliability-centred Maintenance (RCM):
Decision Diagram: 200-201
definition: 7
implementation strategies: 277-284
seven basic questions: 7
Relief valve: 113, 114
Repair time: 32, 77
costs: 104, 108-110, 147
Reporting defects: 233-234
Reporting failures: 251-252
Research into equipment failure: 4
Resistance to stress: 59, 131
Resnikof f cenundrum: 252
Response time: 32
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Restoration:
scheduled: see Scheduled restoration
Review groups: 17, 266-269
Rigid borescopes: 393
Risk: 95-101
acceptability: 98-101
continuum of: 118-120
economic: 119, 343, 346
evaluation: 101
fatal: 98-99, 343-347
Root causes of failure: 69, 159, 335-341
Rotating disc electrode: 372
Routine maintenance:
and hidden functions: 120-122
reduction: 312-313
Routine violations: 338, 342
Rule-based mistakes: 338, 340-341
Run-to-failure: 11, 14
Running time: 231-232

S-N curve: 243-245
SPC: see Statistical process control
Sabotage: 338, 342
Safe-life limits: 138139
Safety: 3, 19, 38, 147, 170, 279, 308-309
Safety consequences: 3, 10, 15, 93, 94-
103, 204, 263
definition of : 94
andredesign: 102, 190
Safety first: 93
Safety hazards: 30, 75
Safety legislation: 103
Safety valve: see Relief valve
Sample size and actuarial analysis: 251
Scale parameter: 243
Scanning auger electron microscopy:
381-382
Scanning electron microscopy: 381
Schedule: see Maintenance schedule
Scheduled discard: 11, 13, 137-140, 168,
205, 238, 265
frequency: 138-140
technical feasibility: 140
worth doing: 140
Scheduled on-condition tasks:
see On-condition tasks
Scheduled overhauls: 13, 143
see also Scheduled restoration

Scheduled restoration: 11, 13, 134-137,
168, 205, 238, 265
frequency: 135
technical feasibility: 135-136
worth doing: 136-137
Scrap rate: 295
Sealed-for-life bearings: 59, 71
Second Generation: 2, 11
Secondary damage: 75-77, 110
Secondary functions: 8,35, 37-44, 125
Sediment: 369-370
Selective approach to RCM : 278-282
Senses: see Human senses
Service:
customer: see Customer service
Seven questions: 7
Shape parameter: 243
Shift arrangements: 30
Shifted Weibull distribution: 245
Shock pulse monitoring: 359-360
Shutdowns: 311
Significant assets: 279-280
Simultaneous learning: 269
Skill-based errors: 339
Skills in RCM: 291
Slips: 338--339
Smoke detector: 191
Spares: 20, 32-33, 306
Spectrometric oil analysis:
Spectrum: 351
Spelling error: 1.19
Specification limits: 27
Spike energy™: 358-359
Staff turnover: 20, 316
Standard operating procedure: 221-222
Stand-by pump: see Pump
Statistical process control: 151-152
Steel mill: 310, 311
Strain gauges: 396-397
Stress: see Applied stress
Strippable magnetic film: 389-390
Structural integrity: 39
Superfluous functions: 43
Survival distribution: 237-245
Sweet packing: 27, 48
System boundaries: 17,270, 334
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TOQM: 21, 288
Task:
descriptions: 218-219
frequencies: see Frequencies
force: 278
proactive: see Proactive tasks
packaging: 223
proposed: 206-207
selection process: 13-14, 169, 217
Teamwork: 5, 20, 268, 315
Technical:
characteristics: 15, 129
feasibility: see Technically feasible
history records: 79-80, 259-260
Technically feasible: 14,90-91,129-130,
205, 324
failure-finding tasks: 185
on-condition tasks: 149
scheduled discard tasks: 140
scheduled restoration tasks: 135-136
Techniques of maintenance: 5
Temperature effects: 150, 350, 399-401
Temperature indicating paint: 401
Templating: 281
Thermography: 399
Thin-layer activation: 380
Third Generation: 2-5, 307
Time and hidden failures: 124-125
Time synchronous averaging analysis:
355-366
Time waveform analysis: 354-355
Total failure: 47
Total quality management: see TQM
Traditional view of failure: 11
Traditional approach to maintenance: 16
Training 221
needs analysis: 269
in RCM: 291
Trip wire: 42, 115
Truck: 26, 28, 81-85
Truncated Weibull distribution: 245
Turbine:
disc failure: 161-162
exhaust system: 44, 52, 89
Turnover: see Staff turnover
Tyres: 160-161, 162, 251, 310
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Ultimate contradiction: 252
Ultimate level switch: 115
Ultrasonic analysis: 360-361
Ultrasonics:
pulse echo technique: 390
transmission technique: 390-391
resonance technique: 391
frequency modulation: 391
Ultra-violet spectroscopy: 380
Unavailability: 116-118, 294
United Airlines: 320
Useful life: 19, 132, 137, 238, 314
Utilisation: 295

Vapour induced scintillation: 386
Velocity sensor: 351

Vibration analysis: 157, 351-361
Vibration switch: 115

Violations: 338, 342

Viscosity monitor: 397-398
Viscosity monitoring: 397

Visible absorption spectroscopy: 380

Walk-around checks: 171, 197
Wear-and-tear: 59, 159, 160-161
Weibull distribution: 242-243
Work-in-process: 29, 31-32
Work packages: 213, 221-224
Worksheet
Decision: 198-211
Information: 38, 52, 54, 89, 202
Worth doing: 15, 90-92, 203-204, 324
failure-finding tasks: 185
on-condition tasks: 166
scheduled discard tasks: 139
scheduled restoration tasks: 136

X-ray fluorescence spectroscopy: 374
X-ray radiographic fluoroscopy: 393
X-ray radiography: 392

Yield: 295, 302-303
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